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Abstract

Experimental studies on the speciation of berkelium in carbonate media have shown that complexation of berkelium(III) by
carbonate results in spontaneous oxidation to berkelium(IV) and that multiple species can be present in solution. We studied
two proposed structures present in solution based on theoretical comparisons with spectroscopic data previously reported for
Bk(IV) carbonate solutions. The multiconfigurational character of the ground and low-lying excited states in both complexes
is demonstrated to result from the strong spin-orbit coupling. Although bonding in berkelium(IV) carbonate and carbonate-
hydroxide complexes is dominated by strong Coulombic forces, the presence of the non-negligible covalent character is supported
by ligand-field theory, natural localized orbitals and topological studies of the electron density. Bond orders based in natural
localized molecular orbitals (NLMOs) show that Bk—-OH bonds possess enhanced orbital overlap that is reflected in the bond
strength.

Introduction

In the periodic table, berkelium is at a transition point between the lighter actinides exhibiting multiple
oxidation states and the heavier actinides behaving more like the lanthanides that are dominated by the
trivalent state.! Berkelium exhibits both the trivalent and tetravalent oxidation states that are stable in
solution and solid state. Berkelium(IV) has special stability as a consequence of its half-filled shell 5f”
electronic configuration. Because of the higher charge of tetravalent berkelium and its affinity for strong
complexation by hard oxygen-donor ligands such as carbonate ions, Bk(IV) is more stable than Bk(III) in
strongly complexing, concentrated, basic carbonate solutions. In fact, green Bk(III) auto-oxidizes in air in
carbonate solutions to form yellow Bk(IV) complexes.?

There is an increased interest in berkelium chemistry because of its unique position in the periodic table,
its importance as a target material for production of super-heavy elements, and the recent availability of
multi-milligram quantities of the relatively long-lived isotope *Bk (t; = 330 d).** In contrast, only a few
reports of theoretical studies of Bk(III)* ¢ and Bk(IV)?%% complexes have been reported. Experimental,
spectroscopic, and electrochemical studies of berkelium in concentrated basic aqueous carbonate solutions
were published in the 1990’s that demonstrated that carbonate ions stabilize Bk(IV).%" The present study
aims to give further theoretical insight into the electronic structure and bonding of Bk(IV) in carbonate and
carbonate-hydroxide environments.



Results and Discussion

DFT Calculations

Since the geometry of berkelium carbonate complexes is unknown, we firstly modelled the initial structures.
Hobart and coworkers? suggested two different structures according to their experimental studies varying the
carbonate concentration and pH, one corresponding to the homoleptic carbonate complex and the second
with coordination of hydroxyl ligands (carbonate-hydroxide). Fig. 1 shows the two structures obtained by
DFT geometry optimizations with no symmetry constrains using a well-known eight-coordinated structure
of berkelium(IV), multiple starting geometries were considered resulting always in structure 2 . These struc-
tures correspond to a Coy and quasi-Coy symmetry for 1 and 2 , respectively (Table S1, ESI). Because
previously published experimental absorption spectra of berkelium(IV) in carbonate solutions were available,
Time-Dependent DFT (TD-DFT) calculations were carried out to understand the nature of the transitions
responsible for the charge-transfer band with a peak at 273 nm (Fig. 2).

Fig. 1. Proposed optimized structures depicted with ball and sticks for [Bk(CO3)4]* (1 ) and
[Bk(CO3)3(OH)2|* (2 ) complexes.

The calculated spectra seem to agree with the experimental data and the initial supposition of the replace-
ment of one carbonate by two hydroxyl ligands that matches the experimental Bk(IV) spectrum in 2 M
carbonate solution (Fig. 2). The peak corresponding to the pure carbonate coordinated structure was pre-
dicted to be located at 307.7 nm while the peak for the carbonate-hydroxide structure was predicted to be
at 302.1 nm (Table 1). Unlike the homoleptic complex, an intense transition (370.9 nm) is observed in the
calculated absorption spectrum of the heteroleptic complex that matches the shoulder observed in the 2 M
carbonate spectrum.2
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Fig. 2. Experimental UV-vis absorption spectra (redrawn from reference 2) of Bk(IV) in 5 M (left)
and 2 M (left) potassium carbonate solutions. Blue lines represent transitions predicted by TD-DFT for
[Bk(CO3)4]* (left) and [Bk(CO3)3(OH)s]* (right).

From the calculated spectra, it is possible to assign the band-decomposition of the spectra for both structures,
wherein both cases are assigned to ligand-to-metal charge transfers (LMCT). However, the intense transition
at 370.9 nm in the carbonate-hydroxide spectrum corresponds to a mixed molecular orbital involving sigma
contribution coming from both carbonate and hydroxyl ligands.

Table 1. Selected TD-DFT transitions representing the LMCT band in the absorption spectra for 1 and 2
. The transitions presented are those with the highest oscillator strengths (f).

[Bk(003)4]4_ [Bk(CO3)4]4_ [Bk(003)3(OH)2]4_ [Bk(003)3(OH)2]4_

X\ (nm) f A (nm) f

280.2 1.40%1072 289.6 1.66*1072
307.7 2.70%1072 302.1 1.85*1072
331.1 1.45%1072 332 1.12*1072
394 1.78%1072 370.9 2.15*1072

This transition is also observed in the homoleptic structure (394.0 nm) where, due to the symmetry of
the molecule, a lower change in the dipole moments is produced with respect to the carbonate-hydroxide
complex. The substitution of one carbonate ligand by two hydroxyl ligands affects directly the transition
dipole moment, resulting in an increase of the transition probability from 0.231 to 0.263 a.u. for the carbonate
and carbonate-hydroxide complexes, respectively. This could explain the shoulder observed in the spectrum
of the heteroleptic complex (Fig.2).

Multiconfigurational calculations

The Bk(IV) free ion, considering a scalar relativistic limit and Hund’s rule, has an S ground state (L=0, S
= 7/2) followed by a first excited multiplet P ~ 26500 cm™ higher in energy. The spin-orbit coupling (SOC)
removes the state degeneracy resulting in a series of multiplets characterized by the total angular momentum
quantum number (J), with the ground term being (in a Russell-Saunders notation) 8S, /2. If the ion is now
placed in a ligand environment, the effect of the ligand field produces the split of the 2J+1 degenerate state
and the mixing of states with different mjy values. This picture, based on a single ion structure, can be used
in molecular systems where mixing between metal and ligand is negligible.
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Fig. 3. Qualitative electronic states diagram considering ligand field (LF) effect after and before spin orbit
coupling (SOC) in [Bk(CO3)4]*.

However, for molecules 1 and 2 , our calculations show significant mixing between symmetry adapted molec-
ular orbitals of the ligands and the 5f shell, and therefore the electronic structure for both compounds should
be discussed in terms of molecular states instead. If the ligand field effect is considered first, the 2L+1 de-
generate free-ion states split the ground ®A;that is then split again by spin orbit coupling giving rise to four
E;/2 Kramer’s doublets. These states, additionally, have contributions from the 6A; and*A; states, which
arise from the®P and 4D atomic states, respectively. Fig. 3 shows a qualitative diagram of the electronic
states in which both analyses explained above are summarized.

The calculations considering the minimal active space CAS(7,7) partially reproduce the nature of the molec-
ular electronic states and are more similar to a single-ion behavior. We also performed full relativistic
4-compontent multiconfigurational calculations (GRASP2018)® on the Bk(IV) ion showing that the ground
state of the unbound ion is composed by 85% 5S7/2(®S) + 13% ®P72(°P), and small contributions (less than
1%) from the *D7/5. A similar behavior is obtained by ligand-field DFT (LFDFT) (see Computational De-
tails) with a wavefunction composed by 82% 887/2 + 16% 6P7/2 + 2% 4D7/2. On the other hand, the ground
state configuration of the free-ion was 90% S + 10% SP at SOC-NEVPT2 with CAS(7,7) level of theory.
The differences can be attributed to the limit of the NEVPT?2 approach which can miss about 15-30% of the
dynamical correlation effects? (Table S2, ESI). It is important to note that 4-component multiconfiguration
calculations also lack dynamical correlation.

For complexes 1 and 2 , at the same level of theory, the ground state configuration was 87% 8A;(8S) +
13% ©A;1(°P) (Table S3). The difference with respect to the free ion can be related with a direct effect of
the ligand field, which stabilizes the first spin-free excited sextet by ~1900 cm™'increasing the contribution
of A;(°P) in the ground configuration. A significant reduction in the octuplet nature of the ground



state is seen within LFDFT, but similar in the stabilization of the sextet multiplet; with a composition of
69% SA1(8S) + 23% ®A1(°P) + 4% *A;(“D). In parallel, it is helpful to establish differences between the
lanthanide analog isoelectronic to Bk(IV), GA(III). The calculations of [Gd(CO3)4]> reveal that the ground
state 8S; /2 is almost degenerate (1.7 cm™t) because the mixing of the excited states into the ground term is
negligible (100% ®S7 ) (Table S2, ESI). On the other hand, Bk(IV) either as a free-ion or as a complex, shows
a totally different picture because of the stronger spin-orbit coupling that mixes the 5P /2 with the 8S, /2 in
the ground state (Table 2, and Tables S2-S5 in ESI). Additionally, the ligand field interaction produces a
significant change of the ground state of the actinide ion. Because of the electron correlation, CAS(13,10),
the ground spin-free 8A; state is stabilized, and the four E, 2 Kramer’s doublets experience a reduction in
their energies. The configuration of the ground electronic state for 1 and 2 are 89% 8A;(8S) + 11% SA,(°P)
and 86% A1 (®S) + 14% ®A;(°P), respectively (Table 2).

Table 2. Energies (cm™) and composition of the electronic ground multiplet J = 7/2 relative to the
ground state from a CAS(13,10) calculation. SO-CASSCF and SO-NEVPT2 differ in the dynamical energy
correction by perturbation theory.

[Bk(CO3)4]* [Bk(CO3)4]* [Bk(CO3)4]* [Bk(CO3)4]*

SO-CASSCF SO-CASSCF SO-NEVPT?2 SO-NEVPT2

0 91% 8A1(3S) + 9% SA; (°P) 0 89% SA1(3S) + 11% SA, (°P)
34.1 90% SA;(®S) + 10% ®A; (°P) 44.6 90% ®A1(3S) + 10% SA; (°P)
47.9 90% 8A1(®S) + 10% A, (°P) 64.3 89% SA1(8S) + 11% %A (°P)
74.7 91% 8A1(8S) + 9% ®A; (P) 945 88% 8A1(3S) + 12% ®A; (°P)
[Bk(CO3)2(OH)2|*  [Bk(COs)2(OH)2|* [Bk(CO3)2(OH)2|*  [Bk(CO3)2(OH)2|*

0 88% SA1(%S) + 12% SA; (°P) 0 86% %A1 (8S) + 14% A, (°P)
52.3 90% 8A;(®S) + 10% °A, (°P) 747 87% ®A1(3S) + 13% SA; (°P)
70.9 91% 8A1(3S) + 9% SA; (°P)  96.8 88% SA1(8S) + 12% %A, (°P)
96.4 92% 8A1(8S) + 8% SA; (P)  141.1 89% SA1(8S) + 11% %A (°P)

The role of the ligand field was also evaluated using the Condon-Slater parameters for interelectronic repulsion
at CAS(7,7)SCF level though the so-called ab initio ligand field theory (AILFT). As was pointed out recently
by Neese et al. , NEVPT2 results are not relevant to the bonding analysis and frequently introduce large
errors.% As shown in Table 3 for both molecules, the ratio F¥ /F¥eeion(k =2, 4, 6) < 1 with variations over
3%, which implies a nephelauxetic effect responsible for the reduction of the electron-electron repulsion due
to the strong interaction of the 5f orbitals with the carbonate ligands. LFDFT yields similar parameters for
the free-ion (Table 3), however they differ significantly when the molecular structure is considered, i.e. F* and
C are reduced compared to AILFT ; with reductions ca. 44% with respect to the free-ion. This shows a more
effective penetration of the ligand’s electron cloud into that of the metal compared to AILFTS. The difference
could reside in the localized description of f-electrons under HF and post-HF methods compared to the well-
known overdelocalization of DFT; though, this could be argued against when using hybrid functionals as in
this case. Carnall and coworkers have obtained these parameters from BkF,experimental spectra.'%!! These
parameters are larger than those obtained by LEFDFT, but in agreement with the nephelauxetic series. This
could prove the effect of covalency on the reduction of the electrostatic repulsion in actinides.

The analysis of the optimized molecular orbitals shows an important bonding interaction between 5f and lig-
ands orbitals. The active behavior of the ligand orbitals was corroborated through analysis of the occupation
numbers after a careful inclusion of the symmetry adapted orbitals.

Table 3. One-electron Slater-Condon F¥ (k = 2, 4, 6) and effective spin-orbit coupling parameters

Parameter CAS(7,7) CAS(7,7) CAS(7,7) LFDFT LFDFT LFDFT
Bk*t-free ion [Bk(003)4]4_ [Bk(003)2(OH)2]4_ Bk*t-free ion [Bk(C03)4]4_ [Bk(003)2(OH)2]4_




Parameter CAS(7,7) CAS(7,7) CAS(7,7) LFDFT LFDFT LFDFT

F2 91960 88983 88914 87058 48884 49288
F4 60505 58605 58725 57083 31818 32090
F6 44573 43295 43327 41991 23328 23530
Z(5f) 3589 3499 3499 3615 2607 2622

These orbitals were selected based on their bonding or antibonding character with respect to the 5f shell
(Fig. 4). As shown, the occupation numbers show a dependence with the size of the active space. For both
molecules, the minimal space given is f = 7, but when ligand orbitals are added to the 5f shell, occupation
change to 7.32 and 7.59 for 1 and 2 respectively with CAS(13,10). This change implies the sharing of
electrons between the ligand and the metal, allowing one to characterize the ligand-metal interaction partially
covalent. It is important to note that the occupation numbers presented in Fig. 4 were obtained from an SCF
calculation which, as known, has a localization error and therefore the prediction of the covalent character
is underestimated. This means that other tools are necessary to obtain a better understanding of the nature
of the bond and whether the electron density from the ligand is being localized into the metal or shared as
an open-shell interaction.
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Fig. 4. Occupation numbers for the active orbitals in molecules (A) 1 and (B) 2 . Black, blue, and red
numbers correspond to CAS(7,7), CAS(11,9), and CAS(13,10) active spaces.

Natural Localized Molecular Orbitals (NLMOs)

Natural bond orbitals (NBO) is a well-known method to obtain the localized picture of the wavefunction.
With the aid of NLMOs and bond orders the nature of the bond can be revealed. The Wiberg bond order,
which does not recover differences between bonding and antibonding contributions in the natural atomic
orbital (NAO) basis, is predicted to be 2.61 for both 1 and 2 complexes. The decomposition of this value
into individual Bk—O contributions for each complex reveals that these two complexes are different (Table
S5, ESI). Bk—OH bonds in complex 2 display the largest bond orders (ca.0.4), which implies that Bk-Ocos
bond orders are decreased in this complex with respect to complex 1 .

Further insight into these differences can be obtained through analysis of localized molecular orbital (LMO)
bond orders because they allow the decomposition of the bond order into NLMOs contributions. Table 4
(decomposition per bond in Table S6, ESI) summarizes LMO bond orders including the main contributor



to the bond order that corresponds to the -NLMO (Fig. 5). The overall values for Bk are 1.476 and 1.548
for 1 and 2 , respectively. Unlike Wiberg bond orders, these values differ from each other because LMO bond
orders can discriminate between bonding and antibonding contributions, which make them more insightful
into the strength of the bond. Nonetheless, the insight given by both is essentially the same, i.e. Bk-OH
bonds display larger bond orders than Bk—O¢cps. This picture agrees with the optimized bond distances
(Table S1, ESI).

Table 4. Natural localized bond orders with the main 6-NLMOs contribution and their compositions.

Bond” Bond Order NLMO Composition
[Bk(CO3)4)* Bk-O(1) 0.19 0.72 7%Bk + 91%0 + 1%C
Bk (14% 7s + 51% 6d + 33% 5f)
Bk-0(2) 0.17 0.71 7%Bk + 92%0 + 1%C
Bk (18% 7s + 59% 6d + 23% 5f)
Bk(CO3)3(OH)2]* Bk-O(1) 0.18 0.72 7%Bk + 92%0 + 1%C
Bk (17% 7s + 56% 6d + 27% 5f)
Bk-0(2) 0.15 0.71 6%Bk + 92%0 + 2%C
Bk (16% 7s + 59% 6d + 25% 5f)
Bk-OH(1) 0.27 0.72 8%Bk + 92%0
Bk (18% 7s + 57% 6d + 25% 5f)
Bk-OH(2) 0.25 0.71 8%Bk + 92%0

Bk (17% 7s + 54% 6d + 28% 5f)

Looking at the contributions given in Table 4 and Table S6 in the ESI, it can be noted that in complex 1 the
contribution to the bond order coming from o-NLMOs ranges from 70-91% denoting a high predominance of
the o-character of the bond. On the other hand, for complex 2 a similar predominance for Bk—-O¢p3 bonds
is observed (74-87%) but significantly deviates for Bk~OH bonds (56%). This means that the bond order in
the latter bonds is increased by n contributions.
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Fig. 5. o-type NLMOs for complexes 1 and 2 . Second and fourth NLMOs in third and fourth rows
correspond to Bk-OH(1) and Bk-OH(2), respectively.

Topological analysis of the electron density

An alternative approach that provides further insight into the chemical bond is the Quantum Theory of
Atoms in Molecules (QTAIM). Several theoretical studies on bonding in actinides have been reported, mainly
by Kerridge,'? 7 while only a few experimental'® 2?2 studies have been reported. Studies devoted to the
understanding of covalency in heavy actinides are scarce.!?21723 The virtue of QTAIM is that the partition
of the 3D space is said to be natural since no chemical intuition is required.

Our results indicate that complexes 1 and 2 present differences in bonding based on their topology. The
homoleptic carbonate complex shows higher concentrations of electron density at the BCP than Bk-O
carbonate bonds in 2 . This occurs as a compensation of strengthened Bk—OH bonds creating the polarization
of the delocalized electron density. From the energy density approach,?*we observe in Table S7 (see ESI)
that all bonds present a certain covalent character due to V(r)/G(r) > 1 in all cases, implying negative
values for the total energy density. The set of oxygen atoms lying in the xy plane (Table 5) present slightly
larger Hpcp (1) values (ca. 20 kJ mol™' A-3) than Bk-O(2) in the complex 2 , whereas the opposite is true for
complex 1(ca. 5 kJ mol™? A3 lower). On the other hand, Bk—~OH bonds display significantly more negative
total energy densities. Espinoza et al.2>26 discussed total energy densities as the balance between pressure
applied by electrons around the BCP (potential energy) and the reaction contrary to that pressure applied
by the electrons at the BCP (kinetic energy). In this context, covalency is observed in all Bk(IV) bonds due
to stronger pressure applied by the electrons around the BCP.

Table 5. QTAIM average metrics. Electron densities are given in eA™, energy densities in kJ mol* A3, and
energies in kJ mol!. Extended table is found in ESI*.



Bond”" eBcp(r) ecp(r) Opep(r) Hpep(r) [H(r)|/p(r)

Bond" escp(r) escp(r) Opep(r) Hpep(r) [H(r)|/p(r)
[BK(CO3)4]* Bk O(1)  0.45 0.04 029  -1439 3233
Bk-0(2) 0.45 0.03 0.29 -148.3 330.4
[Bk(CO3)3(OH)s]* Bk O(1) 0.4 0.04 026  -100 246.6
Bk-O(2)  0.38 0.02 0.24 78.4 207.7
Bk-OH(1) 0.56 0.13 0.39 -301.8 536.9
Bk-OH(2) 0.57 0.09 0.4 =279 488.7

Furthermore, Espinosa et al.26 introduced the concept of covalency degree as the total pressure per electron

density unit around the BCP that is easily obtained by dividing H(r) by the electron density at that point.
It represents a more balanced way to assess covalency in any pairwise interaction. Our results indicate essen-
tially the same trend observed in total energy densities, though separations are more pronounced between
Bk-O(1) Bk-0O(2).

Further insight into the topology of these complexes can be obtained by looking at the localization ( X ) and
delocalization (3) indices (Table S7, EST). These integrated parameters can be related to the bond orders and
the actual oxidation state (Z — ) ) of Bk in the molecule. The calculated values assign the +4 oxidation state to
both complexes that deviate significantly from calculations previously reported for Bk(IV) in a hexachloride
environment (+3.345).%> This could mirror the way that the ligands in complexes 1 and 2coordinate to Bk(IV),
where charge-transfer seems not to be as important as ionic and covalent interactions. The dgcp parameters
are similar in magnitude to the Wiberg bond orders (Table S5, ESI) reflecting the consistency of the results
around the concept of bond order.

A final important remark regarding the electron density is the bond ellipticity. This parameter reveals the
symmetry of the electron density along the bond-path. Thus, for pure o-bonds a value of zero is expected to
represent a cylindrically symmetric electron density; whereas, when n contributions take place in the bond,
ellipticity deviates from zero. To put Bk—O bonds into perspective, a C—C bond in butane has an ellipticity
of 0.01, while a C=C bond in ethene reaches a value of 0.3. As shown in Table 5, the ellipticity in Bk—COg3
bonds is much more cylindrical than Bk— OH bonds, which confirms and agrees with the results shown in
Table 4 based on the o and = contributions to the bond order.

Interacting Quantum Atom (IQA)

As a final approach to shed lights on covalency, IQA2?"provides a way to measure covalency in terms of en-
ergy decomposition by separating contributions from purely Coulomb/electrostatic and exchange (exchange-
correlation in case of DFT) interactions between two topological atoms (basins). It is noteworthy that these
energies are evaluated by integrating over the basins and have no direct relation to properties obtained at
the BCP. Table 6 (decomposition per bond in Table S8, ESI) shows this decomposition analysis for com-
plexes land 2 . The behavior of energy densities in Table 5 can be understood by the role of exchange
interactions in the total energy of interaction between Bk and O basins. Thus, within IQA, covalency is
seen as the weight that exchange energies have in the overall energy of interaction. The results indicate
that complex 1 has the same covalent character in the Bk-O(1) and Bk-O(2) bonds. Thus, the small dif-
ference observed for the total energy of interaction EynT in 1 is due to Coulombic interactions, though this
difference is negligible. In contrast, a total rearrangement is observed in complex 2 . Exchange interactions
are decreased in Bk—O bonds due to the strengthening of the Bk—~OH bonds and particularly the Bk—~OH(1)
bond with the concomitant weakening of the opposed berkelium carbonate bonds. This is reflected in the
nearly 3% increase of covalency in the bonds.



Table 6. IQA energy decomposition. EC corresponds to Coulombic energies, Ex to exchange energies, and
Ein refers to total energy of interaction (Ec + Ex) between Bk and O atoms. Covalent energy is expressed
as the weight that exchange interactions have in the total energy. Average energies are given in kJ mol.
Detailed table is found in ESI

Bond” Ec Ex Eint  Exchange(%)
Bk-O(1)  -2364.1 -166  -2530 6.6
Bk-O(2) -2365 -166  -2531.1 6.6
Bk-O(1)  -2417.6 -143.8 -2561.4 5.6
Bk-O(2)  -2411  -141.6 -2552.6 5.6
Bk-OH(1) -2490.5 -238.7 -2729.2 8.7
Bk-OH(2) -2412  -229.8 -2641.9 8.7

Although, complexes 1 and 2 display differences in the nature of the bonds, the overall bonding properties
of Bk(IV) are quite the same (Table S8, ESI). This means that the ‘availability’ of Bk(IV) to form Bk-O
bonds is essentially the same, but the way it forms those bonds is tunable. It would be interesting to see if
this holds for Bk(IV) bonds other than oxygen-donor ligands.

Conclusions

Through this study, we have shown some aspects of the chemistry of Bk(IV) carbonate and carbonate-
hydroxide complexes based on experimental studies reported three decades ago. The covalent character of the
bonds has been deconvoluted by different approaches utilizing correlated wavefunctions showing variations in
the bond due to increased orbital overlap as in the case of Bk-OH bonds. This implies stronger coordination
of hydroxyl ions over the carbonate ions, which could be related to the displacement of carbonate ions from
the first sphere of coordination of Bk(IV) in basic solutions. The role of the symmetry in the strength of the
bond has also been exposed by the weakening of the bond of the carbonate opposite to OH(1).

The importance of integrating multiple theoretical approaches, even those seemingly opposed in nature, as
the non-overlapping picture of the atoms in molecules with the overlap-based theory of NBO, is crucial in
obtaining a full picture of these elusive actinide systems. Furthermore, using the concept of overlapping
atoms, the increased orbital overlap in Bk—OH bonds leaves the question open as to if covalency in heavy
elements is driven solely by energy orbital matching.'%28

Computational Details

In this study, two models have been used to understand the arrangement of the environment of Bk(IV) in
carbonate and carbonate-hydroxide solutions. All calculations herein, except ligand-field DFT (LFDFT),
were performed using the ORCA 4.1 package.?? For DFT optimizations of the molecular structures, we
utilized the scalar relativistic all-electron Douglas-Kroll-Hess Hamiltonian (DKH), the PBEO hybrid func-
tional, and a SARC-DKH-TZVP basis set for the Bk(IV) atom and def2-TZVP for all the other atoms. No
symmetry constraints were used. TD-DFT was used to model the UV-vis spectrum of the two optimized
models. Kohn-Sham density functional theory with approximate functionals has proven to be remarkably
successful given its relative simplicity and efficiency. However, it is well known that DFT produces an im-
portant delocalization error responsible for overestimation of covalency, which has an impact in the correct
prediction of the ground state and spectroscopic properties. These problems can be solved in part using
detailed parameterizations principally in the interelectronic terms. A good example of these functionals is
the Coulomb attenuating method, CAM-B3LYP functional,?® which was developed to minimize deviations
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in charge-transfer excitation energies and used in this work to reproduce the absorption spectra of both
carbonate compounds. It is important to note the recent study of Yang et al.?!, which is the closer DFT
study to heavy actinides using this class of functionals. In this context, this work represents one of the first
studies where the performance of CAM-B3LYP functional is applied to heavy actinides.

The Complete Active Space Self-Counsistent Field (CASSCF) approach combined with NEVPT2 for the
inclusion of both, static and dynamic correlation, allows the construction of the configuration of all possible
multiplicities within a determined active orbital space. Additionally, state mixing due to spin-orbit (SO)
coupling can be accounted for via quasi-degenerate perturbation theory approach (QDPT). The effect of the
dynamic correlation is included in the QDPT step as a diagonal correction of the nonrelativistic state energies.
This combination of tools has been shown to be an effective methodology in the description of actinide
compounds. The CASSCF/NEVPT2 approach provides a reliable treatment of the multiconfigurational
character present in open-shell actinide systems and can be used with all-electron relativistic Hamiltonians.
The CASSCEF calculations were carried out using, initially, a minimal active space, which corresponds to the
seven 5f electrons of the Bk(IV) ion in seven 5f orbitals. This active space was then augmented to a CAS(11,9)
and finally to a CAS(13,10), including two and three symmetry adapted ligand orbitals respectively, which
were selected based on its Bk—O bonding or antibonding character and 5f contribution. The 6d shell of
orbitals was also considered. However, the occupation numbers of these orbitals were less than 0.02, so they
were omitted in the results and discussion section.

Ligand-field theory was also considered for this study from two perspectives, ab initio (AILFT) and
DFT (LFDFT)32. The former was calculated from the CASSCF matrix within ORCA, whereas the lat-
ter was performed in ADF20193334, LFDFT was performed based on Kohn-Sham orbitals calculated at
ZORA /PBE0/TZP level of theory.

To obtain a better understanding of the nature of the chemical bond, Natural Bond Orbital (NBO) analyses
were performed on correlated wavefunctions to localize orbitals. The NBO analysis is helpful to understand
the Lewis picture of bonding by performing a transformation of the wavefunction into a localized form.
NBOs are conceived as a set of localized bonds and lone pairs as basic units, where delocalization effects
are missing from the molecular orbital (MO) perspective. However, there is an intermediate approach that
recovers the MO perspective in the natural localized framework called the natural localized molecular orbitals
(NLMOs).3% These calculations were carried out using the Weinhold’s package NBO63¢ attached to ORCA.

Another tool especially developed to gain a deeper comprehension on the nature of bonding in molecular
systems is the Bader’s quantum theory of atoms in molecules (QTAIM).3” QTAIM parameters at the bond
critical points (BCPs) such as the electron density ppcp(r), Laplacian of the electron density [?]epcp(r),
delocalization 8pcp(r) and localization 1 indices, and total energy densities Hgcp(r) are commonly used to
characterize the nature of bonds. It is well-known that covalent bonds or open-shell interactions, in terms
of QTAIM metrics, present ppcp(r) > 0.2 a.u. with [?]ppcp(r) < 0 and Hpep(r) < 0, while ppep (r) <
0.1 a.u. with [?]e (r) > 0 and Hpcp(r) > 0 represent ionic, van der Waals or hydrogen bonds (closed-shell
interactions). However, as Kerridge pointed out, there is no a priori reason to assume this convention for
f-element chemistry.'® On the other hand, delocalization and localization indices are useful to quantify the
bond order and calculate the partial oxidation states, respectively.3®

Additionally, the Interacting Quantum Atom (IQA)2?"energy partition analysis have been carried out. This
complementary tool to understand the chemical bond under the framework of nonoverlapping quantum
atoms decomposes the total energy of interaction between two topological atoms into Coulomb and exchange-
correlation contributions. These calculations are obtained by 6-dimensional integration over the whole elec-
tron density between the two topological atoms, which uses the 2-electron density matrix (2EDM).

QTAIM parameters and IQA energies were calculated using the AIMAIl software developed by Todd Keith.3?
All parameters reported herein were based on multiconfigurational wavefunctions. For post-HF wavefunc-
tions, AIMAII uses the Muller approximation®® to obtain the 2EDM due to the high computational costs
involved in obtaining the exact matrix.
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