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Abstract

So far, various data-driven approaches have been presented to obtain channel state information (CSI) in mmWave multiple-

input-multiple-output (MIMO) wireless networks. In almost all previous works, training and testing channels were assumed

to have the same distribution, which may not be the case in practice. In this paper, we address this challenge, by proposing

a learning framework that is a combination of a long short-term memory (LSTM) network and a deep neural network (DNN)

for estimating CSI in a dynamic wireless communication environment. Furthermore, we use federated learning (FL) to train

the learning-based channel estimation (CE) model. More specifically, we introduce a two-stage downlink pilot transmission

procedure, where in the initial stage, long frame length downlink pilot signals are used to train the introduced RNN-DNN

model. Following that, users will receive shorter-frame-length pilot signals that can be used for CSI estimation. To speed

up the training procedure of the proposed network, we first generate a pre-trained model and then modify it according to

the collected data samples. Simulation results demonstrate that, when the channel distribution is unavailable, the proposed

approach performs significantly better than the most recent channel estimation algorithms in terms of estimation performance

and computational complexity.
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Abstract

So far, various data-driven approaches have been presented to obtain channel state
information (CSI) in mmWave multiple-input-multiple-output (MIMO) wireless net-
works. In almost all previous works, training and testing channels were assumed to
have the same distribution, which may not be the case in practice. In this paper, we
address this challenge, by proposing a learning framework that is a combination of a
long short-term memory (LSTM) network and a deep neural network (DNN) for esti-
mating CSI in a dynamic wireless communication environment. Furthermore, we use
federated learning (FL) to train the learning-based channel estimation (CE) model.
More specifically, we introduce a two-stage downlink pilot transmission procedure,
where in the initial stage, long frame length downlink pilot signals are used to train
the introduced RNN-DNN model. Following that, users will receive shorter-frame-
length pilot signals that can be used for CSI estimation. To speed up the training
procedure of the proposed network, we first generate a pre-trained model and then
modify it according to the collected data samples. Simulation results demonstrate
that, when the channel distribution is unavailable, the proposed approach performs
significantly better than the most recent channel estimation algorithms in terms of
estimation performance and computational complexity.
KEYWORDS:
channel estimation, recurrent neural network, federated learning, deep learning, massive MIMO

1 INTRODUCTION

Due to the abundant bandwidth resources, millimeter-wave (mmWave) communication is gaining worldwide attention and has
emerged as a crucial technology for 5G and 6G wireless networks1,2. Additionally, the short wavelength enables mmWave sys-
tems to integrate massive antenna arrays and increase their capacity. The main drawbacks of mmWave signals are their short
operational range and low energy transfer efficiency caused by high path loss. As a way to overcome these restrictions, multi-
antenna techniques such as transmit beamforming and precoding can be employed. Nevertheless, the effectiveness of these
techniques dramatically relies on the availability of channel state information (CSI) at the transmitter. As a result, in mmWave
multiple-input-multiple-output (MIMO) wireless communication systems, acquiring precise CSI at the transmitter is crucial
because it directly affects the system performance such as capacity or bit error rate.

In comparison to lower frequency cellular communications, mmWave signals have a more complex propagation environment

0Abbreviations: MIMO, multiple-input multiple-output, FL, federated learning, millimeter-wave, RNN, recurrent neural network, federated learning, massive MIMO,
feedforward neural network, FNN, channel estimation, 5G, 6G, millimeter-wave, CSI, channel state information, centralized learning, CL, neural network, DNN, CNN.
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that features higher path losses, increased scattering, and significant penetration losses. Consequently, in the mmWave setup,
one faces a significant decrease in the channel coherence time. Thus, using extended pilot transmission frames to estimate the
channels cannot be possible, and the channel estimation process should be performed with the shortest possible pilot transmis-
sion frame length. In order to tackle these challenges, in the literature, several data-driven approaches mainly investigated the
advantages of utilizing machine learning-based schemes for solving the channel estimation problem with the purpose of better
estimation performance and the shortest possible pilot transmission frame length3,4,5.

Typically in some studies that use machine learning for solving channel estimation problems, the required dataset for training
the desired network has been made by creating artificial data samples. For creating artificially labeled data, all the parameters of
the network should be known6,7. In particular, in the channel estimation approach, the channel type, channel distribution, and
the range of signal-to-noise ratio (SNR) need to be available. With artificially created datasets, the network can be trained, but in
cases where the channel conditions are dynamic or the fading channel distribution is variable, this kind of training is not feasible.
For instance, the channel distribution in rainy weather differs from the normal atmospheric conditions, as a result, retraining the
network with a new training set is necessary. One heuristic solution to this problem is to use practically measured datasets for
the training mode. Previous studies have mostly focused on centralized learning (CL) strategies, in which every user gathers the
necessary information and sends the input-output data pairs to the base station (BS) for model training8,9. To this end, the BS
can train the model and provide the model parameters to all the users so that they carry out the channel estimation task. However,
this technique has a massive communication overhead because it needs to transmit the complete dataset from the users to the BS.

Federated learning (FL) techniques have recently been developed to address the large communication cost of CL
schemes10,11,12. Rather than broadcasting the entire dataset in FL, only the model updates are broadcast, and consequently, the
communication load decreases. By employing the FL, all users can collaborate with each other, and the idea of training with prac-
tically measured datasets becomes feasible. Federated learning has been taken into account in the literature for power allocation
and scheduling in energy-efficient wireless networks13, unmanned aerial vehicle (UAV) networks trajectory planning14, vehicu-
lar networks15, and in particular, for hybrid beamforming design16 and channel estimation in massive MIMO systems17,18. The
authors in17 considered a convolutional neural network (CNN) framework to estimate the channel by feeding the model with
the received pilot data and developing an FL framework to train the model. In18, a federated learning architecture was devel-
oped to jointly estimate the cascaded and direct channels in intelligent reflecting surface (IRS)-assisted wireless systems when
there were insufficient pilot signals. Additionally, a generative adversarial network (GAN)-based channel estimation approach
was developed in19, in which FL was used to ensure an efficient learning process.

In all the aforementioned studies, several edge devices exchange model updates with a server to train a global feedforward
neural network (FNN). In contrast, this paper expands the idea and seeks to use federated learning to train a recurrent neu-
ral network (RNN) model20. Earlier works on channel estimation have already shown the benefits of an RNN design for the
CSI acquisition problem, e.g.,21,22. By utilizing RNNs instead of FNNs, we can minimize the pilot overhead while obtaining
satisfactory channel estimation results, as shown in21. Furthermore, RNN-based federated learning reduces convergence times
considerably compared to FNN-based federated learning approaches. To the best of our knowledge, this is the first work that
uses FL to train a recurrent neural network to handle the CSI acquisition problem.

In this paper, we employ federated learning to sequentially train a recurrent neural network in the channel state estimation pro-
cedure of a mmWave massive MIMO communication system. Recurrent neural network architecture based on long short-term
memory (LSTM) allows the network to map historical observations to a fixed-size representation called state information. Fol-
lowing LSTM state mapping, deep neural networks (DNNs) are used to create succeeding channel state information. Moreover,
an FL network structure is introduced for training the RNN-DNN model based on practical measured data samples to improve
estimation accuracy. Due to the time-consuming process of training a network with FL, we generate a pre-trained version of the
network and then modify it based on the test environment. By comparing the proposed architecture to conventional approaches,
we show that the proposed architecture greatly improves channel estimation performance.

The rest of this paper is organized as follows. Section II introduces the system model and the problem description for the CSI
acquisition task in a mmWave MIMO communication system. The suggested federated deep reinforcement algorithm is pre-
sented in Section III. In Sections IV and V, we present simulation results and conclusions, respectively.

Notations: Throughout this paper, a matrix is demonstrated by bold capital letters, whereas a vector is demonstrated by bold
lowercase letters. ℂ𝑚×𝑛 represents an 𝑚 × 𝑛 dimensional complex space; ℝ𝑚×𝑛 represents an 𝑚 × 𝑛 dimensional real space. In a
complex matrix 𝐕, ℜ(𝐕) represents the real part of the matrix and ℑ(𝐕) represents the imaginary part. Matrix 𝐀 is transposed
and Hermitian transposed with 𝐀𝑇 and 𝐀𝐻 . In addition,  (𝟎,𝐑) denotes the circularly symmetric complex Gaussian distri-
bution with 𝐑 as the covariance matrix. The operation 𝐀 = diag(𝐚) generates the matrix 𝐀 ∈ ℂ𝑁×𝑁 with 𝐚 ∈ ℂ𝑁×1 on the
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diagonal. 𝐈 stands for identity matrix with appropriate dimensions. The notations ‖ ⋅ ‖2, 𝔼[⋅], ⊗, and ◦ refer to the Euclidean
norm of a vector, expectation operators, the Kronecker product, and pointwise multiplication, respectively. A hyperbolic tan-
gent activation function, sigmoid, and rectified linear unit (ReLU) is designated by tanh(𝑥) ≜ 𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
, sigmoid(𝑥) ≜ 1

1+𝑒−𝑥
, and

relu(𝑥) ≜ max(0, 𝑥), respectively.

2 SYSTEM MODEL AND PROBLEM DESCRIPTION

In this work, we consider a mmWave massive MIMO communications setup consisting of a BS with 𝑁 antennas and 𝐾 users
each equipped with 𝑀 antennas. Let 𝐇𝑘 ∈ ℂ𝑀×𝑁 indicate the channel matrix between the BS and the 𝑘th user, where entry
[

𝐇𝑘
]

𝑖,𝑗 represents the fading coefficient between the 𝑗𝑡ℎ antenna of the BS and the 𝑖𝑡ℎ antenna of the receiver. It is assumed a
quasi-static block fading channel, where the channel matrix𝐇𝑘 remains constant across blocks and varies independently from one
block to another. To estimate the MIMO channel matrix 𝐇𝑘 at the 𝑘𝑡ℎ user, a pilot-based channel training procedure is utilized,
where the BS transmits a sequence of 𝜏 downlink pilots {𝐱𝑘(𝑡)

}𝜏
𝑡=1 ∈ ℂ𝑁×1, satisfying the power constraint ‖

‖

𝐱𝑘(𝑡)‖‖
2 = 𝑃𝑘. The

received signal vector at the 𝑘th user can be expressed as
𝐲𝑘 (𝑡) =𝐇𝑘𝐱𝑘 (𝑡) + 𝐳𝑘 (𝑡) , ∀𝑡 ∈ {1,… , 𝜏} , (1)

where 𝐳𝑘(𝑡) ∈ ℂ𝑀×1 represents the additive white Gaussian noise. In addition, the downlink pilots are configured as 𝐱𝑘(𝑡) =
√

𝑃𝑘𝐰𝑘u𝑘(𝑡), in which 𝐰𝑘 ∈ ℂ𝑁×1 represents the baseband precoder and the scalar variable 𝑢𝑘(𝑡) is the 𝑘𝑡ℎ user pilot symbol
transmitted from BS at time frame 𝑡. It is assumed that the beamforming vectors have unit norm ‖

‖

𝐰𝑘
‖

‖

2 = 1,∀𝑘. By vectorizing
𝐇𝑘 and using vec(𝐀𝐗𝐁) =

(

𝐁𝑇 ⊗ 𝐀
)

vec(𝐗)23, we have
𝐲𝑘 (𝑡) = (𝐱𝑇𝑘 (𝑡)⊗ 𝐈𝑀 )𝐡𝑘 + 𝐳𝑘 (𝑡) , ∀𝑡 ∈ {1,… , 𝜏} , (2)

where 𝐡𝑘 ≜ 𝑣𝑒𝑐
(

𝐇𝑘
)

. Each device can sequentially estimate its channel 𝐡𝑘 based on the 𝜏 receivedbaseband signals at each
time frame, i.e., {𝐲𝑘 (𝑡)

}𝜏
𝑡=1, in an adaptive manner. More specifically, the estimated channel in time frame 𝑡+1 can be regarded

as a mapping from previous measurements, namely the received signals and the estimated channels before time frame 𝑡 + 1 as
follows:

𝐡̃𝑘(𝑡 + 1) = ̃
(

{

𝐲𝑘(𝑢)
}𝑡
𝑢=1 ,

{

𝐡̃𝑘(𝑢)
}𝑡
𝑢=1

)

, ∀𝑡 ∈ {1,… , 𝜏 − 1} (3)
where ̃(., .) represents the adaptive channel estimation strategy. Once all the 𝜏 observations have been collected, 𝐡̃𝑘 (𝜏) will be
the downlink estimated channel between the BS and the 𝑘th user. Thus, the overall adaptive channel estimation problem for the
𝑘th user can be formulated as:

min
̃(., .)

𝔼
[

‖

‖

𝐡𝑘 − 𝐡̃𝑘(𝜏)‖‖
2
]

s.t. 𝐡̃𝑘(𝑡 + 1) = ̃
(

{

𝐲𝑘(𝑢)
}𝑡
𝑢=1 ,

{

𝐡̃𝑘(𝑢)
}𝑡
𝑢=1

)

,

∀𝑡 ∈ {1,… , 𝜏 − 1}

(4)

Note that because of the nonlinearity and nonconvexity, it is generally challenging to solve the problem (4) and derive
the channel estimator ̃ (., .) analytically and even numerically. In order to overcome the complexities of such systems, we
employ data-driven approaches to reduce pilot transmissions and learn the dynamic channel model. Toward this goal, we uti-
lize a recurrent neural network to construct the proposed deep channel predictor and employ federated learning for the training
procedure.

2.1 RNN-based Channel Estimation Architecture
A recurrent neural network is a type of machine learning that uses sequential or time series data. RNN is the feedforward neu-
ral network generalization with internal memory that has shown significant advantages in the field of time-series prediction24.
Unlike a feed-forward network, which only learns from training data, RNN can also interpret input sequences using its mem-
ory of past states. In this paper, we develop an RNN framework to build a channel predictor and address the channel estimation
problem (4). In this problem, the agent employs all past measurements, i.e.,

{

{

𝐲𝑘 (𝑢)
}𝑡
𝑢=1,

{

𝐡̃𝑘 (𝑢)
}𝑡

𝑢=1

}

, to build the subse-
quent predicted channel vector 𝐡̃𝑘(𝑡 + 1). However, because the dimension of historical observations grows with time index 𝑡,
employing the full history to generate the CSI vector is not scalable. To tackle this problem, the hidden state information vector
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FIGURE 1 The proposed RNN for generating the next estimated channel vector 𝐡̃𝑘(𝑡) and modifying the cell state vector 𝐬 (t).

𝐬 (t) ∈ ℝ𝑆 is generated by an LSTM-based RNN architecture25, where 𝐬 (t) is a summary of useful information from earlier
observations. As illustrated in Fig. 1, in each time frame 𝑡, an LSTM cell is used, which receives the newly acquired measurement
𝐲𝑘 (𝑡) as an input vector and updates the hidden state vector 𝐬 (t), ∀𝑡 = 0,… , 𝜏; based on the equations below:

𝐟 (t) = sigmoid
(

𝐀(f )𝐲𝑘(𝑡) + 𝐔(f )𝐬(t − 1) + 𝐛(f )
)

, (5a)
𝐢(t) = sigmoid

(

𝐀(i)𝐲𝑘(𝑡) + 𝐔(i)𝐬(t − 1) + 𝐛(i)
)

, (5b)
𝐨(t) = sigmoid

(

𝐀(o)𝐲𝑘(𝑡) + 𝐔(o)𝐬(t − 1) + 𝐛(o)
)

, (5c)
𝐜̃(t) = tanh

(

𝐀(c)𝐲𝑘(t) + 𝐔(c)𝐬(t − 1) + 𝐛(c)
)

, (5d)
𝐜(t) = 𝐟 (t)◦𝐜(t − 1) + 𝐢(t)◦𝐜̃(t), (5e)
𝐬(t) = 𝐨(t)◦ tanh(𝐜(t − 1)). (5f)

Here, the hidden state vector 𝐬 (t) is updated by the intermediate vectors 𝐟 (t), 𝐢 (t), 𝐨 (t), 𝐜̃ (t), and 𝐜 (t), where
{

𝐀(c),𝐀(o),𝐀(i),𝐀(f ),𝐔(c),𝐔(o),𝐔(i),𝐔(f )} and {

𝐛(c),𝐛(o),𝐛(i),𝐛(f )
} correspond to the trainable parameters of the LSTM network.

Taking the current state 𝐬(t) as the starting point, we then use an 𝐿-layer fully connected DNN to design the following channel
estimation vector as follows:

𝐡̃𝑘(𝑡 + 1) = 𝜎𝐿
(

𝐀̃𝐿𝜎𝐿−1
(

⋯ 𝜎1
(

𝐀̃1𝐬 (t) + 𝐛̃1
)

⋯
)

+ 𝐛̃𝐿
)

, (6)

Where 𝜎𝐿 denotes the 𝑙𝑡ℎ layer’s activation function, set to ReLU function, i.e., 𝜎𝐿 (.) = 𝑟𝑒𝑙𝑢 (.), 𝑙 = 1,… , 𝐿, and
{

𝐀̃𝐿, 𝐛̃𝐿
}𝐿

𝑙=1are the fully connected DNN’s trainable weights and biases. Fig. 2 shows the overall deep active channel estimation model.
The state vector created by the LSTM cell as in (6) and the adaptive channel estimation module operated by the DNN as in (5)
interact with each other throughout several cycles to make it possible to design the final CSI vectors.

2.2 Motivation for Using Federated Learning
For training the proposed scheme in Fig. 2, we should create artificial data samples based on the received signals in (1). The
stochastic gradient descent (SGD) method is then used to train the model using artificially created datasets in order to minimize
the mean squared error (MSE) for the problem (4). One of the biggest challenges in generating the required dataset is that some
parameters of Eq. (1) are not always available. For instance, in producing data samples, we need to be aware of the distribution
of fading coefficients or the type of channel, which can be Rician, Rayleigh, Gauss-Markov, or other distributions. In addition,
in a dynamic wireless communication environment, it is impossible to create valid data samples without knowing the mean
and variance of the channel distribution or the SNR for each receiver antenna. Therefore, it should use practical data to train
the proposed scheme. Obtaining practical data is also a challenging and time-consuming task because an extensive number of
labeled data is needed for training the proposed neural network. A single user may have a difficult task in collecting enough
required data, however, with the cooperation of all users with each other, the idea of training the proposed RNN with practically
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FIGURE 2 The proposed channel estimation framework’s entire architectural design.

measured datasets becomes feasible. The problem of time variable parameters of the environment discussed earlier still exists
for practical data. Depending on the communication conditions, it may be necessary to retrain the network using new practical
datasets. Following the collection of individual labeled data samples by each user, the network can be trained by combining all
datasets. This can be accomplished in the following two ways:

1) In the first method, centralized learning (CL) techniques are taken into account, in which user datasets including input and
output data pairs, are sent to the BS for model training. The model’s parameters are then given to the users after training at the
BS. As a result, users can use them to estimate their channels using the pilot signals they have just received. Nevertheless, this
approach involves a great deal of communication overhead, since users should transmit their entire datasets to the BS. Therefore,
CL-based approaches require a significant amount of bandwidth.

2) Recently, FL schemes have been developed to address the high communication costs of CL schemes, wherein only the model
updates, i.e., gradients of the model parameters, are broadcast rather than the entire dataset (see Fig. 3). In contrast to CL, FL is
more appropriate for distributed devices like mobile phones. Additionally, using FL rather than CL minimizes communication
costs throughout the training procedure while retaining appropriate CSI prediction performance close to CL.

3 FEDERATED LEARNING APPROACH FOR TRAINING AN LSTM-BASED RNN

To solve the active channel estimation problem (4), we develop an RNN-FL framework in this section. This algorithm is designed
to achieve fast adaptation to dynamic wireless environments, in which the channel distribution differs from what it was during
the training phase. The proposed FL algorithm is divided into four stages: generating the pre-trained model, collecting new
training data, refining the pre-trained neural network model, and finally estimating the CSI. Initially, we train the proposed RNN
framework with transfer learning on an artificially created training dataset containing sufficient sample data to optimize the
network. The second stage involves each user collecting a new training dataset based on the pilot signals received. Then, we use
FL for gathering the required information from the measured datasets to refine the pre-trained neural network. When the training
and finetuning procedures are completed, channel estimation is carried out by the adapted network model during the prediction
phase. These four stages are explained in detail in the following subsections.

3.1 Generating the Pre-trained Model
In this subsection, we present the transfer learning technique, considered a benchmark for creating a pre-trained framework.
Training a neural network in a specific source domain and then adapting the network to a target domain is the core idea of transfer
learning26. Since transfer learning is used to bring relevant prior information to a new situation, it can solve the task mismatch
problem seen in real wireless networks. In addition, because transfer learning does not require the model to be trained from
scratch and decreases the requirement for a lot of labeled data, it is regarded as an effective technique for model prediction27,28,29.
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As mentioned earlier, in dynamic wireless environments, it is pretty challenging to train a single model for the channel estimation
task, and it is needed to adapt the network to the test environment. Since the same system model is assumed for all wireless
environments, one can extract and transfer some of the network’s intrinsic shared properties. Therefore, we use transfer learning
to generate a pre-trained model. Furthermore, the network is modified to generalize channel estimation in various channel
distributions.

In order to create a pre-trained model, we first construct sufficient artificial sample pairs to form the training dataset 𝑇 𝑟.
For the training of the proposed framework in Fig. 2, we use the cost function in (4), i.e., MSE, as the loss function, defined as
follows:

(𝜽) =
1
||

||

∑

𝑖=1

‖

‖

‖

‖

𝐡𝑘(𝑖) − ̃
({

𝐲(𝑖)𝑘 (𝑡)
}𝜏

𝑡=1
,
{

𝐡̃𝑘(𝑡)
}𝜏
𝑡=1 ;𝜽

)

‖

‖

‖

‖

2
(7)

where  =
{(

𝐱(𝑖),𝐪(𝑖)
)}

||

𝑖=1 represent the training dataset, 𝐱(𝑖) = {

𝐲𝑘 (𝑡)
}𝜏
𝑡=1 and 𝐪(𝑖) = 𝐡𝑘(𝑖) denote the input vector to the RNN

unit and the optimal channel vector for the 𝑖𝑡ℎ sample from each batch, respectively, || is the batch size, and 𝜽 represents
the network parameter. Also, ̃ (., .;𝜽) denotes the general mathematical function of the suggested scheme in Fig. 2. Then, the
network model 𝜽 can be optimized based on the training dataset 𝑇 𝑟 as follows:

𝜽 ← 𝜽 − 𝜂∇𝜽𝑇 𝑟
(𝜽) , (8)

where 𝜂 is the rate of learning, and ∇𝜽𝑇 𝑟
(𝜽) is the gradient of the loss function over 𝜽. As an alternative, the adaptive moment

estimation (ADAM) algorithm30 can be utilized to update the network parameter 𝜽. In the final stage, once pre-training is
accomplished, we perform the fine-tuning stage.

3.2 Collecting New Training Data
To modify the pre-trained network, the first step is to collect new labeled data. As mentioned earlier, in this paper, practically
measured data samples are utilized to increase the generalization ability of the model. In order to collect the required data more
quickly, the act of gathering data is carried out with the assistance of all the available users in the network. The 𝑘𝑡ℎ user can
process the received pilot signals {𝐲𝑘(𝑡)

} 𝜏𝑡𝑟
𝑡=1 to create the 𝑘𝑡ℎ adaption dataset 𝑘 (.), where 𝜏𝑡𝑟 is the pilot transmission frame

length in the learning stage. One of the analytical channel estimating methods, such as coordinated pilot assignment31, angle-
domain processing32, or compressed sensing33,34, can be utilized to estimate the channel vector 𝐡̃𝑘 for the received pilot signals.
Without loss of generality, we use orthogonal matching pursuit (OMP)35 as the initial channel estimation technique, which for a
multi-path environment, has a better average MSE performance compared to other methods. The drawback of the OMP method
is that a relatively long pilot transmission is required to achieve the desired error probability leading to slow down the training
procedure. It should be noted that the length of the pilot during the training, 𝜏𝑡𝑟, and prediction, 𝜏𝑝𝑟, are different from each other,
i.e., 𝜏𝑡𝑟 ≫ 𝜏𝑝𝑟. Thus, during the training procedure, we use the OMP method that requires a longer pilot transmission frame
length in order to have a good estimation accuracy and be able to produce precisely labeled data. However, in the prediction
stage, with the help of the introduced RNN architecture, the estimation can be performed by a much shorter pilot transmission
for the same accuracy. As a result, using adaptation at the prediction stage is more beneficial than using analytical techniques
over the long term.

After estimating the channel vector 𝐡̃𝑘, the local dataset 𝑘 =
{(

𝐱(𝑖),𝐪(𝑖)
)}

|
𝑘|

𝑖=1 can be assembled, where 𝐱(𝑖) is defined as
𝐱(𝑖) =

{

𝐲𝑘(𝑡)
}𝜏𝑝𝑟+𝑖
𝑡=𝑖+1, ∀𝑖 ∈

{

0,… , 𝜏𝑡𝑟 − 𝜏𝑝𝑟
}

, (9)
and 𝐪(𝑖) = 𝐡̃𝑘, because we assumed a quasi-static block fading setup, in which the channel remains constant during the pilot
phase. As seen in Eq. (9), after collecting the observations in 𝜏𝑡𝑟 pilot frames, a local dataset with the size of |

|

𝑘
|

|

= 𝜏𝑡𝑟− 𝜏𝑝𝑟+1
is created. The process of transmitting pilot signals and estimating the channels will continue to expand the dataset 𝑘. Finally,
the global dataset is updated by the created local datasets.

3.3 Refining the Pre-trained Model
After collecting updated training data, we proceed to the fine-tuning stage where the goal is to adjust the pre-trained neural
network’s parameters to adapt the model to the test environment. Due to high communication overhead, gathering the whole
local datasets {

𝑘
}𝐾
𝑘=1 from the users is not possible. Therefore, we employ FL to ensure that only the required information

from the local dataset 𝑘 is being sent to the BS. In FL, model adaption takes place on the user side, while it is assumed that
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FIGURE 3 A diagram of the over-the-air FL architecture.

the pre-trained model 𝜽 is shared among all users. Since each device 𝑘 can only access its local dataset 𝑘 =
{(

𝐱(𝑖),𝐪(𝑖)
)}

|
𝑘|

𝑖=1 ,
it calculates its own local loss function 𝑘

(𝜽) independently as

𝑘
(𝜽) = 1

|

|

𝑘
|

|

|
𝑘|
∑

𝑖=1

‖

‖

‖

‖

𝐡𝑘(𝑖) − ̃
(

{

𝐲𝑘 (𝑡)
}𝜏
𝑡=1,

{

𝐡̃𝑘 (𝑡)
}𝜏

𝑡=1
;𝜽

)

‖

‖

‖

‖

2
. (10)

The FL task is to minimize the global loss function

min
𝜽

 (𝜽) =
𝐾
∑

𝑘=1

|

|

𝑘
|

|

𝑘
(𝜽) . (11)

In this stage, a local gradient descent algorithm is used on edge devices for this optimization. Starting from the latest
model 𝜽𝑘 (0) = 𝜽 as the pre-trained model, each user 𝑘 executes |

|

𝑘
|

|

times of local gradient descent via
𝜽𝑘 (𝑗 + 1) = 𝜽𝑘 (𝑗) − 𝜂∇𝑘

(

𝜽𝑘 (𝑗)
)

, 𝑗 = 1,… , |
|

𝑘
|

|

, 𝑘 ∈ 𝐾, (12)
where 𝜂 is the learning rate. In the next step, the local model update at user K can be computed by

𝐠𝑘 = 𝜽𝑘
(

|

|

𝑘
|

|

+ 1
)

− 𝜽𝑘 (0) . (13)
In the next step for the model aggregation, the users convey the local model updates, i.e., {𝐠𝑘

}𝐾
𝑘=1, to the BS, rather than the

model weights 𝜽𝑘
(

|

|

𝑘
|

|

+ 1
). As the server knows 𝜽𝑘 (0), it can recover 𝜽𝑘

(

|

|

𝑘
|

|

+ 1
) from the difference 𝜽𝑘

(

|

|

𝑘
|

|

+ 1
)

−𝜽𝑘 (0),
while the latter tends to become sparse as convergence approaches. Finally, the global model adaption can occur on the BS
according to

𝜽 ←
1
𝐷

𝐾
∑

𝑘=1

|

|

𝑘
|

|

𝜽𝑘
(

|

|

𝑘
|

|

+ 1
)

, (14)

where 𝐷 =
∑𝐾

𝑘=1
|

|

𝑘
|

|

represents the total number of data samples. For the subsequent iteration of local gradient descent, the BS
distributes this modified model among users. The training paradigm of collecting new local datasets and refining the network is
iterated until convergence.

3.4 RNN-FL Approach for Channel Estimation
Algorithm 1 summarizes the proposed method for channel estimation in a mmWave communication system. Initially, we create
an RNN-DNN framework, where the trainable weights of the network are chosen randomly. Transfer learning is then applied to
train the model based on a fixed stationary wireless environment. After the obtained model 𝜽 has been shared with all users, the
BS transmits training downlink pilot signals, each consisting of 𝜏𝑡𝑟 time frames. In fact, each user can use them to generate its
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Algorithm 1 Proposed RNN-FL algorithm for CSI acquisition in mmWave massive MIMO communication systems.
Input: Learning rate 𝜂, number of training samples 𝐸, batch size 𝐸𝑏, pilot transmission frame length 𝜏𝑡𝑟 and 𝜏𝑝𝑟
Output: Learned network parameter 𝜽 and the estimated channel vectors 𝐡̃𝑘 for each user
Pre-training
1: Create 𝐸 artificial sample pairs based on Eq. (2) for a hypothetical wireless environment distribution
2: Initiate the network parameter 𝜽 randomly
3: while note done do
4: Create a batch task by randomly selecting 𝐸𝑏 sample pairs.
5: Update the network parameter by 𝜽 ← 𝜽 − 𝜂∇𝜽𝑇 𝑟

(𝜽)
6: end while
Fine-tuning
1: repeat
2: Share the latest model 𝜽 with all 𝑘 available users in the network
3: Send the training downlink pilot signals {𝐱𝑘(𝑡)

}𝜏𝑡𝑟
𝑡=1 to users from the BS

4: for 𝑘 = 1,… , 𝐾 do
5: Estimate the channel vector 𝐡𝑘 by using the OMP method
6: Record the local dataset 𝑘 =

{(

𝐱(𝑖),𝐪(𝑖)
)}

|
𝑘|

𝑖=1
7: Calculate the local loss function 𝑘

(𝜽) based on (10)
8: Set 𝜽𝑘 (0) = 𝜽
9: for 𝑗 = 1,… , |

|

𝑘
|

|

do
10: Update the local network parameter by 𝜽𝑘 (𝑗 + 1) = 𝜽𝑘 (𝑗) − 𝜂∇𝑘

(

𝜽𝑘 (𝑗)
)

11: end for
12: Calculate the local model update 𝐠𝑘 based on (13)
13: end for
14: Convey the local model updates {𝐠𝑘

}𝐾
𝑘=1 to the BS

15: Update the global network parameter based on (14)
16: until Convergence
Prediction
1: Send the prediction downlink pilot signals {𝐱𝑘(𝑡)

}𝜏𝑝𝑟
𝑡=1 to users from the BS

2: for 𝑘 = 1,… , 𝐾 do
3: Calculate the estimated channel vector 𝐡̃𝑘(𝜏) based on (3)
4: end for

own local dataset 𝑘. Then, FL is utilized to adapt the RNN-DNN model to the test environment, as illustrated in Fig. 3. Because
of wireless networks’ dynamic nature, it is necessary to repeat this adaptation process regularly. Once the desired recurrent
neural network has been obtained, each user will be able to estimate its channel state information by receiving new pilot signals
containing 𝜏𝑝𝑟 time frames. It should be noted that this cyclic training procedure ultimately leads to the optimal global model
with the equivalent asymptotic rate as mini-batch SGD when executed in a centralized learning manner, that is, when the full
dataset ⋃𝐾

𝑘=1 𝑘 is available to the BS36.

4 SIMULATION RESULTS

This section conducts simulation experiments to compare the developed algorithm with state-of-the-art approaches. We consider
a wireless communication system with 𝐾 = 64 users, each with 𝑀 = 16 antennas, and a BS with 𝑁 = 32 antennas. To have an
acceptable error in the adaptation datasets, 𝜏𝑡𝑟 = 150 is considered as the number of pilot transmissions in the learning phase.
Additionally, in order to fairly compare different strategies, we assume that 𝜏𝑝𝑟 = 14 for the number of pilot broadcast in the
prediction stage. Rician fading channel with a Rician factor 𝜀 = 5 is used to simulate the propagation environments between the
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BS and users. The channel vector between the BS and the 𝑘th user is defined by:
𝐇𝑘 =

√

𝜀
1 + 𝜀

𝐇LoS
𝑘 +

√

1
1 + 𝜀

𝐇NLoS
𝑘 , (15)

where𝐇NLoS
𝑘 ∼  (0, 𝐈) and𝐇LoS

𝑘 are the non-line-of-sight and the line-of-sight components of the channel vector, respectively,
with

𝐇LoS
𝑘 = 𝛼𝑘𝐚(𝜙AoA

𝑘 )𝐚(𝜙AoD
𝑘 )𝐻 , (16)

where 𝛼𝑘 ∼  (0, 1) is the fading factor, and 𝜙AoD
𝑘 , 𝜙AoA

𝑘 ∼ 𝑈
(

−60◦, 60◦
) are the angle of departure (AoD) and the angle of

arrival (AoA) from the 𝑘𝑡ℎ user to the BS, respectively. The array response vector 𝐚 (·) is described as follows:
𝐚(𝜙AoA

𝑘 ) =
[

1, 𝑒𝑗
2𝜋
𝜆
𝑑sin𝜙AoA

𝑘 ,… , 𝑒𝑗(𝑀−1) 2𝜋
𝜆
𝑑sin𝜙AoA

𝑘

]⊤
, (17a)

𝐚(𝜙AoD
𝑘 ) =

[

1, 𝑒𝑗
2𝜋
𝜆
𝑑sin𝜙AoD

𝑘 ,… , 𝑒𝑗(𝑁−1) 2𝜋
𝜆
𝑑sin𝜙AoD

𝑘

]⊤
, (17b)

where 𝜆 is the wavelength and 𝑑 is the distance between antennas. Further, we use TensorFlow37 and Keras38 for implementing
the proposed network. The learning rate is set at 𝜂 = 10−4 and gradually decreases to 10−6. In the simulations, we use 4-layer
DNNs with dense layers of widths [1024, 1024, 1024, 2 ×𝑀 ×𝑁] and an LSTM cell with 𝑆 = 256 states. In the proposed
framework, 𝐱(𝑖) ∶=

{

[

ℜ
(

𝐲𝑘 (𝑡)
)

,ℑ
(

𝐲𝑘 (𝑡)
)]⊤

}𝜏

𝑡=1
is the input sequence to the LSTM unit, and 𝐪(𝑖) ∶=

[

ℜ
(

𝐡𝑘(𝑖)
)

,ℑ
(

𝐡𝑘(𝑖)
)]⊤

is the output of the DNN as the estimated channel vector. We can therefore use deep-learning libraries that support only real
value calculations. For the training dataset 𝑇 𝑟, we can make as many samples as needed to determine the ultimate performance
of the proposed algorithm. Prior to each dense layer, a batch normalization layer is applied to speed up convergence39. In each
epoch, we consider 10 batches with 212 samples each. As the performance evaluation metric, we use the normalized mean
square error (NMSE) which is measured as follows:

NMSE = 𝔼
⎡

⎢

⎢

⎢

⎣

‖

‖

‖

𝐇𝑘 − 𝐇̃𝑘
‖

‖

‖

2

2

‖

‖

𝐇𝑘
‖

‖

2
2

⎤

⎥

⎥

⎥

⎦

. (18)

We briefly describe several baseline channel estimation schemes before presenting numerical results.
I. LMMSE CSI estimation technique40: In this approach, we apply linear minimum mean square error (LMMSE) to the

received baseband pilot signals {𝐲𝑘(𝑡)
}𝜏𝑝𝑟
𝑡=1 to estimate the channel vector 𝐡𝑘 for each user.

II. DNN approach for channel estimation: In this baseline, we construct a fully connected DNN to map the received down-
link pilot signals in 𝜏𝑝𝑟 time frames, i.e., {𝐲𝑘(𝑡)

}𝜏𝑝𝑟
𝑡=1, to the channel vector 𝐡𝑘 for NMSE minimization. We employ a 4-layer DNN

with widths [1024, 1024, 1024, 2 ×𝑀 ×𝑁] through the simulations. This model assumes that the whole required dataset is
available during the training stage that takes place simultaneously for all the data samples. There is no adaptation in this model,
and it will only train once and be used in every wireless environment.

III. DNN-based estimation with CL (DNN-CL)4: Like the previous model, this scheme also uses a fully connected DNN
to handle the channel estimation task. However, the needed dataset for training is not available and it is necessary to gather local
datasets from users. For local dataset collection, CL is used which means all users must transmit their sample pairs to the BS.

IV. DNN-based estimation with FL (DNN-FL)17: This model also uses a fully connected DNN to handle the channel esti-
mation problem. However, we only transmit the local model adjusted weights to the BS for reducing transmission overhead in
the training stage.

V. RNN-based estimation with FL (RNN-FL): Ultimately, we evaluate the performance of the suggested RNN with LSTM
channel estimation approach. For this scheme, we use FL to adapt the pre-trained model to new practical measured data samples.

In the first step, we compare our proposed scheme with other baselines based on the empirical NMSE, and then we demon-
strate the algorithm’s refinement abilities. Fig. 4 illustrates the average NMSE for several approaches against the SNR. According
to Fig. 4, RNN-based techniques generally outperform other approaches like DNN or LMMSE regarding channel estimation
performance in mmWave wireless environments. Further, Fig. 4 illustrates that the RNN-CL benchmark achieves the best per-
formance under the unrealistic assumption that the entire training dataset is available in the BS. Note that when the training
dataset is constructed from artificial sample pairs, the trained network cannot work as accurately in variable environments since
there is no retraining. This means that since the proposed RNN-FL framework is capable of adapting to new channel distribu-
tions, it has a better NMSE in a variable environment compared to other schemes.

Fig. 5 plots the average NMSE versus the overall number of pilot broadcasts in the prediction stage but at a fixed SNR of 25
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FIGURE 4 Average NMSE as a function of SNR for different channel estimation techniques in a system with 𝑁 = 32, 𝑀 = 16,
and 𝜏𝑝𝑟 = 14.

FIGURE 5 Average NMSE versus pilot time frames 𝜏𝑝𝑟 in a system with 𝑁 = 32, 𝑀 = 16, and 𝑆𝑁𝑅 = 25dB.

dB. In the prediction stage, we assume that the model has been adapted to dynamic conditions based on 𝜏𝑡𝑟 pilot frames. The
pilot signals are now only transmitted with the length 𝜏𝑝𝑟 for channel estimation. Fig. 5 shows that the proposed framework per-
forms better than the DNN-FL-based channel estimator, especially for short pilot timeframes, suggesting the benefits of RNNs.

In the next step, we show how many pilot signals are needed to send to users if a BS wants to refine a pre-trained model for
a new wireless communication setup. In Fig. 6, we display the validation NMSE against the number of training transmission
blocks where each contains 𝜏𝑡𝑟 pilot frames. It is observed from Fig. 6 that the training converges faster for systems with more
available users in the training phase. In a simple system with 64 users, if we assume that it only takes 10 seconds for each user
to receive the pilot training signals, process them, and transmit the local model adaptations to the base station, it just takes about
2 hours to refine a pre-trained network for a new test environment. This clearly demonstrates FL’s benefits in variable wireless
environments.

We also show how the mismatch error in the practical measurements affects the final model. Fig. 7 depicts the average NMSE
in the locally measured dataset 𝑘 with respect to the different training time frames 𝜏𝑡𝑟. By increasing 𝜏𝑡𝑟, we can reduce the
noise effect from the practically measured dataset, but it will also increase overall adaptation time.
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FIGURE 6 Validation NMSE against the number of Training Transmission Blocks based on the number of users participating
in the re-training procedure.

FIGURE 7 Mismatch error in the locally measured dataset 𝑘 against the different training time frames 𝜏𝑡𝑟.

5 CONCLUSION

An RNN-FL framework was presented in this paper for channel estimation in a massive MIMO mmWave communication system.
Particularly, we employed an LSTM-DNN architecture to estimate the channel vectors by using the received pilot signals to feed
the model. Furthermore, FL was used to adapt a pre-trained network to a different test environment. Simulation results showed
that in non-stationary scenarios, the proposed algorithm outperforms existing baselines. Furthermore, it was demonstrated that
the proposed method offers better generalization abilities by requiring significantly less adaptation time than both RNN-CL and
DNN-FL methods. As a possible future direction, we aim to expand the idea and combine different cells in a network in order
to reduce the learning time of the training procedure.
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