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Abstract

We have proposed a Generalized Descent Symmetrical Hestenes-Stiefel algorithm [12] , GDSHS for short, which can generate
sufficient descent directions for the objective function. Using the Wolfe line search conditions, the global convergence property
of the method is also obtained based on the spectral analysis of the conjugate gradient iteration matrix and the Zoutendijk
condition for steepest descent methods. I propose in this paper a theoretical choice to improve the performance of the GDSHS
algorithm, by the use of an optimal parameter. Based on this, some descent algorithms are developed. 86 numerical experiments
are presented to verify their performance and the numerical results show that the new conjugate gradient method GDSHS with
the parameter c=1 , denoted GDSHS1, is competitive with GDSHS algorithms that have a parameter ¢ chosen in the interval
10, + 107 [.
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line search conditions, the global convergence property of the method is also obtained based on the
spectral analysis of the conjugate gradient iteration matrix and the Zoutendijk condition for steepest
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1 Introduction

The nonlinear conjugate gradient (NCG) method is one of the most popular methods for solving
smooth unconstrained optimization problems due to its simplicity and low requirement. However,
the usage of NCG methods are mainly restricted in solving the large-scale problem:

min f(z). (1)

T ER™

The classical conjugate gradient methods with line searches are as follows:
Thi1 = Tk + ardy, (2)

where «y, is the step length of a line search and the directions dj are given by

oo (3)
dry1 = —grt1 + Brdr, Yk >0,

where g = g(zr) = Vv f(zx) and Bi is a scalar. In order to guarantee the global convergence
property of the NCG methods, the descent property or the sufficient descent property is necessary
and important, namely, [1]

d£+1gk+1 <0 (the descent property) (4)

dii1gk+1 < —co || gkt |I°, co >0 (the sufficient descent property). (5)

However, unlike the quasi-Newton methods, in general, the NCG methods may not meet the descent
or the sufficient descent property for inexact line searches. efforts have been devoted to investigating
the descent property. In 1978, Shanno [2] proposed the memoryless quasi-Newton methods and the
selfscaling conjugate gradient algorithms based on Perry’s idea [3], the quasi-Newton equation and the
self-scaling variable metric technique. Jinwei Wang et. al [4] proposed the Forensics feature analysis
in quaternion wavelet domain for distinguishing photographic images and computer graphics. Xuezhi
Wen et. al [5] presented A rapid learning algorithm for vehicle classification . In 2016, Yan Kong et.
al [6] suggested A belief propagation-based method for Task Allocation in Open and Dynamic Cloud



Environments. Yanhua Zhang et. al [7] presented the Efficient Algorithm for K-Barrier Coverage
Based on Integer Linear Programming. Gonglin Yuan, Zehong Meng, and Yong Li [8] suggested A
modified Hestenes and Stiefel conjugate gradient algorithm for large-scale nonsmooth minimizations
and nonlinear equations. Gonglin Yuan, Maojun Zhang [J] developed A three-terms Polak- Ribiére-
Polyak conjugate gradient algorithm for large-scale nonlinear equations . In 2017, Gonglin Yuan,
Zengxin Wei, Xiwen Lu [I0] proposed Global convergence of BFGS and PRP methods under a
modified weak Wolfe-Powell line search . By applying the symmetrical technique [II] to conjugate
gradient methods, a symmetrized conjugate gradient method, satisfies the property (5) for any line
search, is introduced in [I2] , and this idea can also be applied to other conjugate gradient algorithms.

2 Application of the symmetrical technique to conjugate
gradient methods

According to Perry’s notation [3], for the HS conjugate gradient method with the CG update pa-
rameter Sy ,[13]
B = ykTng’
dfyk

the line search direction, d+1, can be rewritten as follows:

diy1 = —Diy1gki1, (6)
with,

deyi SkYk
Dy = (I — = (] — =&
+1 ( dfyk) ( Sgyk)

: (7)

According to Perry’s notation [3], for the HS conjugate gradient method with the CG update pa-
rameter Sy ,[13]
5, = UkGrt1
dgyk ’
the line search direction, di+1, can be rewritten as follows:

dit1 = —Dry1grya, (8)

with,

dryg SkYk
Dry1 = — =(I— . 9
+1 ( di Uk ) ( STk Un ) ( )

Thus, the matrix C; can be symmetrized by the matrix C'. Then, from the above symmetrizing
procedure, we conclud that the conjugate gradient iteration matrix Dyiican be symmetrized by
Dy as follows:

T T T T T
- yrdi +deyx | YkYr ( dryi ) ( Yrdi >
D =1- + ded, = [ I — I - . 10
o di; Yk (dfye)2 ™" di; Y di; Yk 10
Thus, the conjugate gradient directions (3) are rewritten as:
do = —go,
A 11
{ dit1 = —Dit1gr+1, Yk >0. ()

So diy1 is called the symmetrical conjugate gradient direction and Dyy1 is called the symmetrical
conjugate gradient iteration matriz or the symmetrical Hestenes-Stiefel matriz (SHS matriz) . If the
matrix Dg41 is updated with the rank-1 matrix as follows:

Di1 = Dys1 + ) Vo, € R™

T
SkSk
YLk

then ﬁkH satisfies the quasi-Newton equation, ﬁk+1yk = sk , and under the exact line searches,
diy1 = —Dyp11grs1 satisfies the condition :

Yrdesr =0, Yk >0 (conjugacy). (12)
If ¢ = sk, then
T
_ SkS
di5re = - (Dk+1 + ok > Gh+1,
Y Sk



which just is the formula of the search direction of the memoryless BFGS.
In [12], (11) is substituted by
Ui dkt1 = —0SE gkt (13)
which is called Dai and Liao conjugacy condition [14] or the generalized conjugacy condition, where
o is a parameter. We have supposed that Dy41 in (10) be updated by a rank one matrix, namely

= = T
Pri1 = D1 +uv™

where u and v two vectors in R such that (12) holds.
Thus, it follows from (9), (12) and dig41 = —Prkt1gk+1 that:

Yi diy1 = —yir (Dk+1gk+1 + UUT9k+1)

dryt AT
=~y (I — kU ) <I YhCh ) g1 — Yr v’ g

i yk dlyk
dT
= - (y,{ - yg) [(I - Z; - ) gk+1} - ylzu'UTng
k Yk
T T
= ~Yp UV Gk+1

T T
= - (yk U) UV Gk+1,

S0,
T T . T T \T _
— (Y u) v grt1 = —0Sk Grt1 = (0Sk — VYL u) gr+1 = 0.
oSk
We have selected v such that v = ——. Hence
Y U
T
— _ us
Piy1 = D1+ 0—, (14)
Y u

where the vector u is any vector in R™ such y7 u # 0. The matrix Py 1 is also called the symmetrical
Hestenes-Stiefel matriz. So, we have introduced a new line search direction as follows:

do = —go,
/¢ 15
{ dpy1 = —Prrigeyr, Yk >0, (15)

where Py is defined by (13) with u = ug, i.e.,

— uksT
di+1 = —Dgt1grt1 — 00— LI (16)
Y Uk

Thus, with different o and wuy (yguk #* 0) , a family of methods can be obtained by (2) and (14)
with di4+1 defined by (15), which is called the family of Generalized Symmetrical Hestenes-Stiefel
gradient method, GSHS, for short. Py is also called the iteration matriz of generalized symmetrical
Hestenes-Stiefel gradient method.

T
In [I2], we have taken ux =y, and o = c% , ¢>0. Thus
S Yk
T
_ — s
Pyi1 = Digr + Cy; k.
Sk Yk
and,
_ dr
diy1 = —Dry1grt+1 — C%yk- (17)
& Yk

We have denoted the iterative scheme (2) and (14) with di1 calculated by (16) by the GDSHS.

3 The sufficient descent property and descent algorithm
In this section, we have considered the sufficient descent property of the GDSHS method, that is,

diy19k+1 < —co || grs1 |7, o > 0.



By theorem (2.1) in [I1] we have Dy is a positive semi-definite matrix and the eigenvalues of this

matrix are 0, 1(n - 2 multiplicity) and A55L | respectively, where A5fL is the maximum eigenvalue:

it _ Ly PlLde |1

e (diyr)?
By (16) it is obtained that:

Yk Gt

di g1
dfyk ’

T T 7
dk+1gk+1 = —Gi+1Drt1gr+1 — ¢

since,
Gir1 Drs1grer >0,
S0,
Yir Got1 dic yx
iy Ty
(g4 19k)di) " ((dE yr) grs1)
(df yk)?

T T
diy19k+1 < —c dj; gk =

dir19r1 < —c

From the following inequality,

1 1
uv < slllulP+—1lvl), va>o,
a
it can be derived that,
c T 2 1 T 2
dy. <—— d =l (d
k+19k+1 < 2(d{yk)2(a [l (gsrym)di 17+ 11 (i yi)gis |I7)
c T 2 2 1,7 (2 2
< d —(d
<~ gty @ nue)? 1 I 42 (@) g 1)
< callgen Pllm Pl e
: 2dLye)? 2q |19+
So,
2 2
dy || c 2
oo < —eallue P 1P ey o
k+19k+1 > ( 2(dgyk)2 2(1) || +1 ||
Thus (5) is true for
B 77 |
co = ca 2(d£yk)2 + %
From above discussion, we have ,
= di; gt
diy1 = —Dpyi1grr1 — c—7—
d{yk

Thus, the conjugate gradient directions (14) are rewritten as

do = —QP, (18)
drt1 = —Pry1grkt1 = Vi1 + Bedr — cCrYk,
where,
V1 = teGrt+1 + (1 — tk) gk = gr+1 — (1 — th)yx = gk + taYk,
T T T
Vi+1Yk Ik+1Yk 9k Yk
Br = =ty + (1 -tk )
di gk di gk ( )d;‘fyk
Cp = di gk 11
dzyk ’
and,
t = —di gk
dgyk ’

So, we have obtained the Generalized Descent Symmetrical Hestenes-Stiefel algorithm, denoted by
GDSHS, as follows:
Algorithm 3.1



step 1. Give an initial point xg and € > 0. Set k = 0.

step 2. Calculate gg = g(zo). If || g& ||< &, then stop; otherwise let dy = —go and continue with step
3..
step 3. Calculate steplength oy, with Wolfe line searches:

flan + ardy) < f(ar) + Srowd) gr (19)

and,
dF g(zx + ardy) > 62d? g, (20)

where §; and Jo are positive constants such that
0<d <o <.

step 4. Set zp1 = zp + apdy.

step 5. Calculate gi+1 = g(Tk41)-

step 6. If || gr4+1 ||< €, then stop.

step 7. Calculate the direction diy1 via (17). Set k = k + 1, then go
to step 3..

4 The convergence of the GDSHS algorithm

In this section, to analyze the convergence of GDSHS algorithm, first, we have introduced the
following assumptions about the objective function f(x).
H1. f is bounded below in R™ and f is continuously differentiable in a neighborhood Y of the

level set T' ' {z: f(z) < f(z0)}, where xg is the starting point of the iteration.
H2. The gradient of f is Lipschitz continuous in X, that is, there exists a constant L > 0 such
that
IVi@) =Vi@)[I<L|[z-z], VzzeX

Next, we have introduced the spectral condition theorem of the global convergence for an objective
function satisfying H1 and H2, which generates Theorem 4.1 in [I1].

Theorem 4.1. Assume that the line search direction of a monlinear conjugate gradient method
satisfies

dO = —4go,
{ dp, = —Pkgk7 Vk > 0. (21)
Let the objective function f(x) satisfy H1 and H2. For a nonlinear conjugate gradient method ((2)

and (20)), which satisfies the sufficient descent condition (5), if its line search satisfies the Wolfe
conditions (18) and (19), and [15]

ZAk = +o00, (the spectral condition) (22)
k=0
where Ay is the mazimum eigenvalue of PL Py, , then:
lim inf | gi ||= 0. (23)
Tr—r0o0
Moreover, if Ay, < A , where Aisa positive constant, then
lim || g ||=0, (24)
A de el
see [12].

5 The theoretical choice for parameter c to optimize the
GDSHS algorithm

Suppose that f: R" — R"™ is twice continuously differentiable ,



by Taylor’s Theorem , which tells us that for any search direction dj, and step-length parameter
«, we have :

1
f(zk + ad) = f(zr) + ady V f(zy) + iadgv2f(mk + tdi)dr, for some t € (0, ).
The rate of change in f along the direction dy at xy is simply the coefficient of o namely, di V f ()

The unit direction di (||dr = 1||) of most rapid decrease is the solution to the problem

. T . _
min di Vf(zx) with ||d]| =1,

and by (16) we have:

5 diy gr1
di+1 = —Diry1gr1 — c——yr, ¢>0.
dkyk
Let :
5 di gk
U(c) = f(—Drt1grt1 — ¢ a7 yr) = f(p1 +cp2),
k Yk
= d} gr41 .
such as: p1 = —Dgy1gk+1 and p2 = — ar Yk So, it is naturel to,
& Yk
min ¥(c),

according to Cauchy’s idea, we will try to minimize the derivative of ¥(c) in 0 .
We have ,

¥ (0) = p3 V(p1),
and we try to solve the problem :

min ¥ (0), with ||pa| = 1.

p2ER™

The solution is of course:
o= — VIV
Vo)l
So,
Vf(p1)
d =p1 — =7,
T IV )]
and, if ||dig+1]| = 1, we will have:
Vf(p1)
1=|p -7 5l = c < 1+ |p1]].
Ip: = 177 on ]

So, B
¢ <14 [ Ditallllgr+ll,
and, by Theorem (2.1) in [11I] we conclude :

0<e<1+A L gl

6 Numerical experiment

In this section, we compare the GDSHS algorithms with different values of the parameter ¢ in the
interval |0, +o0o[, and we also compare the performance of the new conjugate gradient method GDSHS
with the parameter ¢ = 1, denoted GDSHS1, to the standard FR method and PRP" version of the
conjugate gradient method developed by Gilbert and Nocedal [16], where the 3i associated with the
Polak-Ribiere-Polyak conjugate gradient method [I7] is kept nonnegative.

When comparing between the algorithms we have used the backtracking line search . The test
problems are the 86 unconstrained problems found in this work, and each test function is made as
an experiment with the number of variables being 2, 10, 100, 1000, 2000,..., 10000, respectively.

The starting points used are those given in An Unconstrained Optimization Test Functions Col-
lection [I8].

The termination criterion of all algorithms is that ||g]| < 1077. The tests are performed on a
PC using a Pentium Dual-core CPU T4400Q@Q2.20GHz, 2.0GB RAM, Mobil Intel 4 Series Express
Chipset Family, using MATLAB codes.

We have adopted the performance profiles of [19] to compare the performance among the tested
methods.



6.1 The choice of parameter is far from value c=1

We compare the performance of the new conjugate gradient methods GDSHS with the parameter
c¢=0.1, c=1 and ¢ = 2, denoted GDSHS0.1 , GDSHS1 and GDSHS2 respectively.
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Figure 1: Performance profile by CPU time
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Figure 3: Performance profile by 2-norm of the gradient of the objective function

In Figures 1, 2 and 3, we see that GDSHS0.1 and GDSHS2 algorithms can not be competitive
with the GDSHS1 algorithm, especially in performance regarding the the viewpoint of CPU time.



6.2 The choice of the parameter is close to the value c=1

We compare the performance of the new conjugate gradient methods GDSHS with the parameter
c=0.9,c=1and ¢ = 1.1, denoted GDSHS0.9 , GDSHS1 and GDSHS1.1 respectively.
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Figure 4: Performance profile by CPU time
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In Figures 4, 5 and 6, we see that GDSHS1 algorithm is better and more competitive than the
GDSHSO0.9 and GDSHSI1.1 algorithms, especially in performance regarding the number of iterations.

6.3 The comparisons of the best numerical variant of GDSHS versus
some other conjugate gradient algorithms

In [I2] we have compared the performance of the new conjugate gradient methods GDSHS with the
parameter ¢ = 1 denoted GDSHS1, FR and PRP™ respectively.
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Figure 7: Performance profile by CPU time

In Figure 7, GDSHS1 is performed well from the viewpoint of CPU time.
But, the numerical performance should be compared by measures different from CPU time. For this
reason we provide Figures 8 and 9.
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Figure 8: Performance profile by number of iterations

In Figures 8 and 9, we see that GDSHS1 algorithm is better and more competitive than the FR
and PRP™ algorithms especially in the number of iterations performance.
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7 Concluding remarks

In this paper, we have proposed an optimal parameter for the Generalized Descent Symmetrical
Hestenes-Stiefel algorithm . Some numerical results have been reported. These results showed the
effectiveness of our method if we choose the parameter ¢ = 1. The performance profile for our
conjugate gradient GDSHS1 algorithm, implemented with our new line search, was higher than
those of the GDSHS0.1, GDSHS2, GDSHS1.1 and GDSHS0.9 methods for a test set consisting of
86 problems from [I8]. In our future research we would like further the theoretical properties of the
parameter c.
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