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Abstract13

Deficiencies in upper ocean vertical mixing parameterizations contribute to tropical upper ocean14

biases in global coupled general circulation models, affecting their simulated ocean heat uptake15

and ENSO variability. To better understand these deficiencies, we develop a suite of ocean model16

experiments including both idealized single column models and realistic global simulations. The17

vertical mixing parameterizations are first evaluated using large eddy simulations as a baseline18

to assess uncertainties and evaluate their implied turbulent mixing. Global models are then de-19

veloped following NOAA/GFDL’s 0.25° nominal ocean horizontal grid spacing OM4 (uncou-20

pled ocean) configuration of the MOM6 ocean model, with various modifications that target im-21

provements to biases in the original model. We identify a variety of enhancements to the exist-22

ing mixing schemes that are evaluated using observational constraints from TAO moorings and23

Argo floats. In particular, we find that we can improve the diurnal variability of mixing in OM424

via modifications to its mixing scheme, and that we can improve the net mixing in the upper ther-25

mocline by reducing the background vertical viscosity, allowing for more realistic, less diffuse26

currents. The improved OM4 model better represents the mixing and its diurnal deep-cycle vari-27

ability, leading to more realistic time-mean tropical thermocline structure, mixed layer depths,28

SSTs, and a better Pacific Equatorial Undercurrent.29

Plain Language Summary30

Computational models of oceanic and atmospheric circulation are a critical tool for under-31

standing and projecting the Earth’s climate. These models have errors that can arise due to many32

potential sources, including model formulation or the choices in applying the model. One of the33

more well known sources of error is the representation of turbulent mixing processes. In this work34

we consider specially designed small-scale models that simulate turbulent mixing and use their35

results to improve the representation of turbulence and its induced mixing in large-scale mod-36

els. In particular, we investigate how the intensity of mixing varies over the day, considering the37

progression from cooler nighttime conditions to strong heating from the sun during the day. We38

find some modifications to the mixing scheme in the ocean climate model that can improve the39

model solutions when compared to the real ocean.40

1 Introduction41

Coupled atmosphere-ocean general circulation models (CGCMs) are crucial tools for un-42

derstanding and projecting the Earth’s climate system and its response to changing climate forc-43

ings (IPCC, 2021). However, these models remain imperfect due to several factors, including their44

often coarse lateral and vertical resolution (to support timely production of seasonal forecasts and45

centennial projections) and incomplete parameterizations of unresolved physical processes (e.g.46

Palmer et al., 2005; Hawkins & Sutton, 2009). Improving confidence in these models requires47

efforts on many fronts, and in this work we focus on the representation of upper ocean vertical48

mixing in the ocean general circulation model (OGCM) component of these CGCMs.49

Vertical mixing in the upper ocean is particularly important for CGCMs, due to its role in50

mediating the exchange of mechanical energy, thermal energy, and other tracers (e.g., chemical51

compounds) between the atmosphere and ocean interior. Vertical mixing also strongly influences52

rapid (e.g., diurnal to subseasonal) air-sea coupled processes, as properties are most efficiently53

mixed between the atmosphere and ocean turbulent boundary layers. At these time scales, the54

depth of the ocean surface boundary layer sets both the effective heat and chemical capacity of55

the ocean, and the inertial resistance of near-surface currents to acceleration by surface wind stresses.56

Ocean mixing processes in the tropical oceans play a key climate role, since large scale atmosphere-57

ocean coupled interactions occur in this region and affect the global heat balance and meridional58

temperature and precipitation patterns. A quintessential example of a coupled interaction is the59

El Niño / Southern Oscillation (ENSO) phenomenon (McPhaden et al., 2020), which is charac-60

terized by basin-scale changes in equatorial sea surface temperature (SST), trade winds, currents,61
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and patterns of upper ocean heat content. ENSO is one of the most important modulators of global62

climate patterns, through its various teleconnections (e.g. Ropelewski & Halpert, 1987; Tren-63

berth et al., 1998; L’Heureux et al., 2015; X. Li et al., 2021). Simulating a realistic ENSO in a64

CGCM requires skill in simulating many relevant ocean and atmosphere processes, as well as the65

processes that govern the air-sea interface exchange . It is therefore hypothesized that deficien-66

cies in upper ocean mixing of CGCMs can degrade not only the simulated local ocean and at-67

mosphere state, but also the simulated global climate, climate variability, and climate response68

of the model (Meehl et al., 2001; Richards et al., 2009).69

One of the common tropical upper ocean CGCM biases in the tropics is an overly strong70

and westward-shifted equatorial Pacific cold tongue (G. Li & Xie, 2014), which interacts with71

other biases in the CGCM. The CGCM’s predicted ocean SST near the equator is tightly connected72

to the strength, position, and watermass properties of its thermocline (G. Li & Xie, 2012), which73

results from a balance of atmospheric forcing, ocean vertical mixing physics, and resolved and74

parameterized horizontal advection. Atmospheric forcing directly affects the SST through its im-75

pact on surface heat and freshwater fluxes and radiation (e.g., via clouds, evaporation, and the76

diurnal cycle of shortwave radiation). The simulated winds also modulate the depth of the ther-77

mocline due to the Ekman pumping effects associated with the wind stress curl (Kessler, 2006;78

Chiodi & Harrison, 2017; Voldoire et al., 2019) and through transient adjustments via oceanic79

internal Rossby and Kelvin waves. The ocean vertical mixing processes also play a key role in80

setting the SST and sea surface salinity (Farneti et al., 2022) by setting the vertical gradients of81

temperature, salinity, and density above the thermocline.82

Numerous experiments have sought to characterize upper ocean turbulence near the equa-83

tor, starting with observational efforts documented by Gregg et al. (1985) and Moum and Cald-84

well (1985) and followed with high-resolution numerical large eddy simulation (LES) studies (Wang85

et al., 1996, 1998; Pham et al., 2013; Whitt et al., 2022). Upper ocean vertical mixing near the86

equator modulates SST on timescales ranging from diurnal to seasonal (Moum et al., 2013) and87

supports time-mean subsurface downward heat fluxes that may exceed 200 W/m2 at ∼ 100 m depth88

close to the equator. The turbulence that drives this mixing is primarily energized by current shear89

instability mechanisms (Peters et al., 1994; C. Sun et al., 1998; Moum et al., 2011; Smyth & Moum,90

2013), with those currents including both time-mean and transient contributions from the local91

wind driven flow, tropical instability waves, equatorial Kelvin waves, and basin-scale subsurface92

undercurrents such as the Equatorial Undercurrent (Holmes & Thomas, 2015; Cherian et al., 2021).93

The presence of a strong diurnal cycle of surface heating in the tropics strongly modulates the94

water column stability, driving a diurnal response in turbulence and mixing referred to as deep-95

cycle turbulence (Smyth & Moum, 2013).96

As a primarily shear-driven turbulence, the potential for instability due to the mean flow97

is often characterized using the gradient Richardson number that relates the competition between98

stabilizing buoyancy frequency (𝑁2 =−𝑔𝜌−1𝜕𝑧𝜌, where 𝑔 is gravity, and 𝜌 is in situ density that99

depends on temperature, salinity, and local pressure) and destabilizing shear frequency (𝑆2 = (𝜕𝑧𝑢)2+100

(𝜕𝑧𝑣)2, where 𝑢 and 𝑣 are the zonal and meridional components of the current):101

𝑅𝑖 =
𝑁2

𝑆2 =
−𝑔𝜕𝑧 (𝜌)

𝜌
(
(𝜕𝑧𝑢)2 + (𝜕𝑧𝑣)2) . (1)

Observational campaigns have documented a diurnal variation of 𝑅𝑖 that indicates the presence102

of marginally stable water (e.g., 𝑅𝑖 slightly greater than 0.25) from the near surface down to the103

thermocline during the day, that is rapidly destabilized (𝑅𝑖 < 0.25) at night (e.g. Smyth & Moum,104

2013). At night, this downward destabilization is fed by a downward flux of shear that propagates105

turbulence, momentum, and heat from the warm surface layer to cooler waters at depth, consis-106

tently approaching 100 m at 140°W (Smyth et al., 2013). These same patterns have been observed107

in long term turbulence measurements in both the Pacific and Atlantic basins (Moum et al., 2022),108

and likely also occur in the Indian Ocean (Pujiana et al., 2018).109

While the characteristics of this turbulence are now fairly well known from observations110

and process models, the connection to the mean flow and turbulent fluxes in CGCMs requires ac-111
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curate turbulence closure parameterizations to properly capture the spatiotemporal patterns and112

state-dependence (see Pei et al., 2020). Approaches to parameterize upper ocean turbulence vary113

among different OGCMs, where it is relatively common to employ bulk models for the bound-114

ary layer that are coupled to interior shear mixing schemes below (Large et al., 1994; Reichl &115

Hallberg, 2018). Comparing the various bulk approaches with one or two-equation turbulent ki-116

netic energy (TKE) based schemes confirms that there is significant uncertainty remaining in rep-117

resenting ocean vertical mixing processes in ocean models (Q. Li et al., 2019). A key part of re-118

solving this uncertainty is careful evaluation of various mixing schemes against high-fidelity LES,119

which is one goal of this study. A further complication is the expectation that very fine vertical120

resolution in an ocean model may be required to achieve optimal performance from a given ver-121

tical mixing scheme (Jia et al., 2021), with this expectation also examined in this work.122

In this study we focus on the application of parameterized upper ocean mixing processes123

in the ocean component of a recent-generation CGCM (e.g., part of the Coupled Model Intercom-124

parison Project 6, or CMIP6 era, see Eyring et al. (2016)) to represent tropical mixing patterns125

and stratification, and in particular investigate the impact of improved mixing on biases in the ocean126

mean state and variability. Although our ultimate goal is to improve the representation of upper127

ocean stratification and circulation via ocean mixing in CGCMs, our first step is to investigate128

the sensitivity of the ocean component to changes in mixing under atmospheric forcing arising129

from a prescribed atmospheric state. In Section 2 we describe the ocean configuration, namely130

the NOAA Geophysical Fluid Dynamics Laboratories Ocean Model 4 (OM4, Adcroft et al., 2019),131

and discuss the key upper ocean physics parameterizations used within OM4 that are investigated132

in this work. In Section 3 we utilize a recent LES study of turbulence near the equator at 140°W133

(Whitt et al., 2022), to evaluate the turbulent fluxes predicted by OM4 in a one-dimensional col-134

umn model configuration. In Section 4 we follow the LES exercise by analyzing several additional135

changes required in OM4 to improve the simulated tropical currents and stratification. We con-136

clude with a summary and future outlook for improved mixing schemes in CGCMs.137

2 OM4 and Baseline Evaluation138

Forced OGCM simulations, where the atmospheric fields are not interactive (e.g., follow-139

ing the 2nd Ocean Model Intercomparison Protocol OMIP2, Griffies et al., 2016; Tsujino et al.,140

2020), provide an approach to assess ocean model biases in a simpler context than CGCMs. The141

reason we employ this approach is partially to simplify the analysis by avoiding the complex cou-142

pled feedbacks and chaotic variability that occur in CGCMs (which require long runs or large en-143

sembles to sample adequately). We also assume that since the winds in the reanalysis products144

are constrained by observations, they should be closer to nature than those from CGCMs. This145

assumption may be somewhat flawed, since the reanalyses used to drive OMIP style simulations146

contain their own biases (Taboada et al., 2019), which contribute to specific circulation biases147

in the tropics (e.g. Z. Sun et al., 2019). Further complicating the use of OMIP runs to assess ocean148

sensitivities is that the ocean biases may not have the same magnitude or even sign as in the CGCM149

(see Adcroft et al., 2019, also demonstrated later in this section). Despite these cautions, current150

generation forcing datasets, such as the JRA55-do product developed during OMIP2 (Tsujino et151

al., 2018), represent a practical first step to produce realistic ocean simulations for comparisons152

over the recent historical epoch.153

The base OMIP2 simulations studied here use NOAA Geophysical Fluid Dynamics Lab-154

oratory’s (GFDL) OM4 ocean and sea-ice model (Adcroft et al., 2019), which is a coupled con-155

figuration of the Modular Ocean Model 6 (MOM6) and Sea Ice Simulator 2 (SIS2) code bases.156

OM4 is used as the ocean and sea-ice components of GFDL’s CM4 CGCM (Held et al., 2019),157

thus the improvements investigated here can readily inform future climate model development.158

OM4 also closely resembles the ocean and sea-ice component of GFDL’s ESM4.1 CGCM (Dunne159

et al., 2020) and the Seamless System for Prediction and Earth System Research (SPEAR, Del-160

worth et al., 2020), such that improvements to ocean mixing physics should also benefit other cou-161

pled modeling efforts. Unless otherwise noted, we follow the same approach as OM4 for our main162

configuration choices, including a nominally 0.25° tripolar horizontal grid and hybrid 𝑧∗ (stretched163
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geopotential) and 𝜎2 (potential density referenced to 2000 dbar) vertical coordinate (e.g., OM4p25,164

see Adcroft et al., 2019). We update the forcing to use the most recent JRA55-do reanalysis prod-165

uct (version 1.5), which is an update from Tsujino et al. (2018) including some bugfixes and ad-166

ditional years (we present results through the end of 2018). The JRA55-do forcing provides lower167

atmosphere values needed for computing air-sea fluxes, including the near surface temperature,168

humidity, pressure, and winds at 3 hour intervals with a horizontal spacing of ≈ 0.5°. The JRA55-169

do forcing also provides longwave and shortwave heat fluxes as well as freshwater fluxes at sim-170

ilar intervals. We employ the same sea surface salinity restoring to climatology as Adcroft et al.171

(2019), with the restoring piston velocity set to 0.1667 m/day.172

There are numerous ocean physics parameterizations within MOM6 that are used by OM4,173

which play significant roles in its simulated ocean currents and hydrography in the top several174

hundred meters of the tropical oceans. In the next subsection we describe only the most relevant175

parameterizations, focusing on those examined in this study. For a complete description of OM4176

see Adcroft et al. (2019).177

2.1 OM4 physical configuration178

The ocean surface boundary layer is a particularly important region of vertical mixing, which179

is often represented in ocean models using combinations of parameterizations for different phys-180

ical processes. Vertical fluxes in OM4’s ocean surface boundary layer are provided via eddy mix-181

ing coefficients from the ePBL (energetic Planetary Boundary Layer) mixing parameterization182

(Reichl & Hallberg, 2018). These ePBL mixing coefficients are supplemented by an interior strat-183

ified shear mixing scheme, which follows the TKE-diffusivity mixing scheme described in Jackson184

et al. (2008, hereafter JHL). The vertical mixing predicted in OM4 by ePBL and JHL is tested185

in detail in this study using LES reference simulations in section 3, resulting in a proposed mix-186

ing formulation that improves biases relative to the OM4 configuration. The vertically homog-187

enizing turbulent fluxes primarily originate from ePBL and JHL in the upper ocean, and are op-188

posed by submesoscale mixed layer eddy (MLE) restratification, which is parameterized as de-189

scribed by Fox-Kemper et al. (2011).190

Interior mixing in OM4 is also parameterized using several different schemes that repre-191

sent effects of different physical processes. The interior background vertical diffusivity in OM4192

is determined by the latitude, as motivated by internal wave properties and described in Harrison193

and Hallberg (2008), which yields a background vertical diffusivity of temperature and salinity194

increasing from 2 × 10−6 m2 s−1 at the Equator to 1.15 × 10−5 m2 s−1 at ±60° latitude. The base-195

line background vertical viscosity is estimated from the vertical diffusivity by assuming a Prandtl196

number of 1.0, and supplemented with an additional constant background vertical viscosity of197

10−4 m2 s−1 everywhere. The effects of this additional constant background vertical viscosity,198

which results primarily from historical convention and is not linked to a specific physical pro-199

cess, are examined in section 4. Tropical ocean stratification is also sensitive to parameterized200

shortwave penetration (e.g. Gnanadesikan & Anderson, 2009). OM4 estimates shortwave pen-201

etration profiles using the optical model of Manizza (2005), together with a monthly chlorophyll202

climatology. Finally, horizontal eddy mixing of momentum is achieved with a biharmonic Smagorin-203

sky lateral viscosity (Griffies & Hallberg, 2000); there is no additional parameterized lateral mix-204

ing of tracers.205

2.2 Climatological OM4 Equatorial stratification bias206

We now establish the baseline biases in OM4, here simulated using the OMIP2 protocol207

with the JRA55-do atmospheric state. We first examine the equatorial longitude-depth section208

of temperature and salinity, averaged from 1°S to 1°N (Figure 1). The observational product cho-209

sen for comparison is based on the updated (through 2022) Argo ocean state estimates (Roemmich210

& Gilson, 2009), though a similar comparison could be found with model based reanalysis prod-211

ucts for the climatology (e.g. Chang et al., 2013). The SST in OM4 is generally warmer than ob-212

served in all equatorial basins (see panel 1e). Each basin also shows interior cold biases linked213
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to vertical displacements of the thermocline, though a notable interbasin difference is that the bulk214

of the interior (e.g., 500 m to 100 m) is warm in the Indian but cold in the Pacific and Atlantic.215

OM4 is saltier than the Argo climatology at the surface, except near the Maritime Continent (see216

panel 1f). Unlike the Indian Ocean basin, which shows salty biases below 100 m, the Atlantic217

and Pacific show fresh biases below 100–200 m depth.218

Figure 1. OM4 climatological potential temperature (panel a) and practical salinity (panel b), similar from
(Roemmich & Gilson, 2009) Argo climatology (panels c and d, 2004-2020), and the respective differences
(OM4 minus Argo, panels e and f), all averaged from 1° S to 1° N. The panel titles for the bias maps include
the 𝑟2 (Pearson correlation coefficient squared) and RMS (square root of the mean square difference) differ-
ence metrics. For the climatology maps, the contour intervals are mapped via interpolation at every fourth
pcolormesh interval, as indicated on the colorbars. The model contours are repeated in the difference maps to
facilitate comparison.

The corresponding biases in thermal and haline vertical stratification (𝜕𝑧𝜃 and 𝜕𝑧𝑆) also219

show dependence on depth and basin (Figure 2). The Indian ocean basin again looks distinct from220

the Pacific and Atlantic Ocean basins. The biases in the Indian basin are mainly a strong tem-221

perature stratification between 50-100 m and weak temperature stratification between 100-150222

m, roughly corresponding to a shoaling of the equatorial thermocline (see panel 2e). The Pacific223

and Atlantic basins show generally high stratification bias (e.g., red shading) in the upper 300m,224

with a layer of lower stratification (e.g., blue shading) likely indicating that the thermocline is too225

strong in its upper part and is shifted to be overly shallow in OM4 compared to observational prod-226

uct. The salinity stratification is also strong in the model, with excessive negative 𝜕𝑧𝑆 near the227

surface in the western Atlantic and Pacific basins, above regions of excessive positive 𝜕𝑧𝑆 (see228

panel 2f). These stratification biases suggest that there may be too little mixing by ePBL/JHL229

(or too much restratification by MLE) in the upper ocean in OM4.230
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Figure 2. As in Figure 1, but for the vertical derivatives of temperature and salinity.

2.3 Relationships between OM4 and CM4 Tropical stratification biases231

For reference to the CM4 CGCM counterpart to OM4, we briefly contrast the OM4 equa-232

torial transect biases to the CM4 biases. The CM4 temperature and salinity differences from OM4233

and their biases from Argo are shown in Figure 3 and similar maps for stratification are shown234

in Figure 4. As explained in Adcroft et al. (2019), OM4 and CM4 do not have the same sign SST235

bias at the equator (which remains true here with JRA55-do v1.5 forcing), and this difference can236

be seen to apply throughout the upper 500 m of these simulations. CM4 is significantly colder237

in the upper parts of all basins, though the warm Indian basin bias at depth is common to OM4238

and CM4. Since the ocean component of these models is the same, these differences must be linked239

to differences in the ocean-atmosphere fluxes — arising from either the atmospheric model com-240

ponent, or its response to the OGCM-generated SSTs, or from subsequent coupled ocean-atmosphere241

interactions that can modify biases seeded by either component.242

The stratification biases are significantly worse in CM4 relative to OM4, but generally show243

similar patterns suggesting that these are biases originating in OM4 and are less sensitive to the244

details of the surface forcing. In particular, the strong shallow stratification that plagues all three245

eastern equatorial basins, and the shoaling of the equatorial thermocline relative to observations,246

are similar between OM4 and CM4. Since stratification is directly impacted by vertical mixing,247

the common biases observed here between OM4 and CM4 suggest that the time-mean stratifi-248

cation could be a useful metric to evaluate the impact of ocean mixing parameterizations, which249

may yield relatively consistent impacts in both the OGCM and CGCM.250

2.4 Variability of currents, current shear, and stratification in the equatorial Pacific251

2.4.1 Observation based metrics from TAO stations252

While the mean state biases are a useful bulk metric to analyze the OM4 and CM4 sim-253

ulations relative to observation based fields, the tropics are characterized by significant variabil-254
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Figure 3. Difference of CM4 from OM4 for climatological potential temperature (panel a) and practical
salinity (panel b) and the respective difference of CM4 minus Argo climatology (panels c and d), all averaged
from 1° S to 1° N. The panel titles for the Argo bias maps include the 𝑟2 (Pearson correlation coefficient
squared) and RMS (square root of the mean square difference) difference metrics. The contour intervals in
each panel are mapped from CM4 via interpolation at at the same intervals used in Figure 1 to facilitate com-
parison.

Figure 4. As in Figure 3, but for the vertical derivatives of temperature and salinity.

ity about this mean state on diurnal, weekly, seasonal, and interannual timescales. We therefore255

also desire some metrics to evaluate the ability of OM4 to reproduce the variability of these ocean256

properties. The long term, high-frequency nature of the observations taken along the Tropical257

Atmosphere Ocean (TAO) mooring array provides a useful database to assess these properties258

of the model. We therefore develop the additional method of comparing high-frequency profile259

outputs taken from OM4 runs to the four TAO moorings with long-term ADCP (acoustic Doppler260

current profiler) records across the equatorial Pacific basin (165° E, 170° W, 140° W, and 110°261

W). We focus on the time period from 2001-2008 in this analysis to facilitate comparison with262

similar model simulations in subsequent sections. Since we want to understand the variability263

of the various fields from the mean, we introduce a set of plots that map the percentile distribu-264

tion of the current speed as a function of depth in the ADCP data (Figure 5, upper row). The heat265

maps in the figures map the percentile of the time series as a function of depth and zonal current266
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speed. The value of the current speed at the 0.5 percentile value represents the median current267

profile, and by looking at the smaller and larger percentiles we map the envelope of the range of268

the observed current distribution at each depth. The range of observed currents is typically bounded269

between about -1 and 2 m s−1, with significant variability at all locations and significant struc-270

ture in the mean current profile. The heat maps also yield insight into the typical structure of the271

EUC, and its depth and strength as it flows from west to east.272

Since the instability mechanisms driving the ocean mixing are governed by shear-driven273

instabilities, we also plot the percentile heat map for the squared zonal current shear of the ADCP274

observed currents (Figure 5, panels e-h). The shear yields a pattern that shows that typically the275

highest shear values occur above the mean position of the core of the EUC (e.g., the position of276

the peak positive values in the zonal current, 𝑢), with a kink indicating lower values of mean shear277

in and below the core of the EUC. The heat maps suggest considerable variability in the current278

shear, which may be related to large-scale current variability, meridional meanders of the EUC,279

and internal waves. The ADCP also provides the meridional component of the current, which280

can contribute to the total shear. Including the meridional currents in the shear would not qual-281

itatively affect the results presented here or in subsequent sections of this study. The meridional282

currents are therefore neglected for this analysis because it would complicate our later compar-283

ison with the c-grid model currents (Arakawa & Lamb, 1977), where the OM4 grid is specified284

so that the zonal component of the currents are located on the equator.285

The stratification cannot be accurately evaluated from the TAO buoys since the vertical spac-286

ing of temperature (and sometimes salinity) measurements often exceeds 10-20 m within the up-287

per 200 m. We therefore take an alternative approach and diagnose stratification from individ-288

ual Argo profiles from the Argo float database (Argo, 2023), which usually record temperature289

and salinity at a vertical spacing of roughly 1−4 m. We locate all Argo profiles within ±0.5 de-290

grees of the equator in latitude and within ±5 degrees of the station in longitude, where this as-291

pect ratio allows us to obtain significantly more float matches and robust statistics, and is justi-292

fied since the meridional scale of the EUC and thermocline variability is much smaller than its293

zonal scale (we also note a 1-2-1 binomial filter is applied to the profiles if the vertical spacing294

in pressure is less than 2 dbars to facilitate compositing data from varying vertical resolution).295

The stratification heat maps produced from the Argo profiles very clearly demonstrate signifi-296

cant statistical variations of the stratification about the thermocline (see Figure 5, panels i-l). It297

would be useful to analyze 𝑅𝑖 directly from the TAO/Argo observations, but since the 𝑁2 pro-298

files are not precisely located with the TAO buoy we are not able to take that approach here.299

2.4.2 Virtual stations in OM4 and comparison300

To facilitate the comparison of the OM4 model output with the heat maps, we rerun the OM4301

model, but with a few changes. First, we implement virtual buoys into the OM4 model that store302

model profile output at 2 hourly mean time sampling (the ADCP data is similarly time averaged).303

Second, we shift from the hybrid (𝑧∗−𝜎2) coordinate of the OM4 model to a 𝑧∗ based coordi-304

nate, which is done to maintain specified vertical resolution (2 m telescoping spacing) in the up-305

per ocean for computing vertical gradients. We note that the 𝑧∗ based version of OM4 is expected306

to have significantly more spurious mixing than the hybrid coordinate model (Adcroft et al., 2019),307

which is an unfortunate trade-off deemed necessary due to the relatively poor vertical resolution308

in the original hybrid coordinate in the Western Pacific (we comment more on the concerns re-309

lated to the vertical coordinate in the discussions section). Finally, the OM4 models with the high-310

resolution output are rerun only for the time period of 1999-2008 (the same time period focused311

on for the ADCP analysis), and we set aside the first two years of this integration as spin-up. We312

extended one OM4 simulation to 2022 and confirmed that the sampling through 2008 is suffi-313

cient to yield a robust statistical analysis.314

The comparison between the percentile heat maps for currents, zonal shear, and stratifica-315

tion in OM4 and the observations are shown in Figure 6. The biases in the mean currents from316

OM4 are characterized as a shallow EUC core in the West that improves moving toward the East317
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Figure 5. Percentile maps as a function of depth for the ADCP zonal current (upper row), zonal current
shear (center row), and Argo derived stratification (bottom row). The columns represent four longitudes on
the equator that host long term TAO buoy ADCP measurements. The solid lines in each panel trace the 5th
and 95th percentile values. The TAO data covers the years from 2001-2008, while the Argo data includes the
full Argo time period (through 2022) to increase the number of samples (indicated by n in each panel title).

(see panels 6a-d), with a reasonable range of variability compared to the observations (inferred318

by comparing the spacing between the 5th and 95th percentile traces). The biases in the shear319

indicate that the shears in OM4 tend to be too weak in the West below about 100 m, a bias that320

is consistent at each mooring moving towards the east. In the far east (e.g., 110° W), the shear321
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in the model appears to reasonably well capture the values in the observations in terms of the min-322

imum values, but again it underestimates the peak and maximum shear values below about 80 m.323

The stratification percentile heat maps are consistent with the results from the mean stratifica-324

tion bias maps, where OM4 tends to have too much stratification in shallower depths (e.g., be-325

tween 10 m and 50 m). The median stratification comparisons below about 100 m look to be rea-326

sonable, though the models give a very narrow distribution of stratification compared to obser-327

vations. The lack of variability in the model stratification may be largely associated with unre-328

solved internal waves, though the model does capture more variability in terms of the current shears.329

In general these biases are consistent with the suggestion from the mean stratification that OM4330

predicts too little overall mixing (or overpredicts restratification) in the range of about 20 m to331

about 100 m. We test this hypothesis in the next section with a more direct analysis of OM4’s332

vertical mixing parameterizations using LES models.333

3 Evaluating and adjusting upper ocean parameterizations in OM4: an LES approach334

In-situ ocean observations of properties like temperature, salinity, and current speeds are335

the gold standard for evaluating numerical ocean models. However, directly testing ocean mix-336

ing schemes at the process level has traditionally been conducted using idealized, high resolu-337

tion numerical models, especially LES. The reason for the popularity of the LES approach is largely338

due to the difficulties in untangling the role of multiple error sources in models from model bi-339

ases. A recent process study by Whitt et al. (2022) presents a realistic pair of tropical LES in the340

region of interest for this study, which are thus chosen to assess the upper ocean mixing in the341

baseline OM4 model. In Whitt et al. (2022), these LES solutions were evaluated extensively in342

comparison to mooring estimated vertical turbulent heat fluxes.343

This set of LES is formulated to resolve the one-dimensional (vertical) turbulent mixing344

processes that are parameterized in OGCMs like OM4. However, in the equatorial oceans the ver-345

tical mixing is significantly modulated by large-scale horizontal processes (> 106 m) that are not346

captured at the horizontal scales of the LES domain (≤ 104 m). In this set of experiments, the347

large-scale processes are therefore included by prescribing a time-varying profile of the time-tendencies348

of ocean currents, temperature, and salt into the LES equations. These tendencies are extracted349

from the output of a separate three-dimensional regional model that spans the equatorial Pacific350

domain (see Whitt et al., 2022). To facilitate a comparison between OM4’s vertical mixing and351

the LES, we therefore implement the capability in MOM6 to read the same external forcing time-352

tendency terms for temperature, salinity, and momentum, following Whitt et al. (2022). This method353

allows the one-dimensional (column) version of OM4 to represent the large-scale circulation im-354

pacts on turbulence in the identical way to the LES experiments, including the one-way interac-355

tion between the shear associated with the EUC and the turbulent production.356

3.1 Comparison of OM4-1d and LES357

We start by confirming that the OM4-1d and LES models produce a similar temperature358

and current structure (Figure 7). The figure shows the evolution of temperature and zonal cur-359

rent during the 35 day simulation, which runs from October 2, 1985 to November 6, 1985. The360

OM4 model does a reasonable job simulating the temperature and current evolution at both the361

equatorial site and the 3° N site compared to the LES. To more directly examine the impact of362

the parameterized mixing in OM4-1d versus the LES, we next examine the time series of turbu-363

lent vertical temperature (heat) flux and its induced temperature tendency over a seven day time364

slice from the full experiment (October 28 through November 5). While the main patterns be-365

tween the LES and OM4-1d are similar, which is not surprising given the agreement in the mean366

temperature, there is a very clear difference in the diurnal variation and vertical structure of the367

vertical temperature fluxes (Figure 8). Of particular note is the more rapid penetration of the tem-368

perature flux each night, which yields more rounded structures in the vertical temperature fluxes369
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Figure 6. As in Figure 5, but for the OM4 model. The black dashed trace represents the 5th and 95th per-
centile, while the blue dashed tracers represent the similar values from the observations. The blue dotted trace
represents the median of the observations (see Figure 5).

in OM4-1d. In the LES the temperature flux depth penetration each night occurs more gradu-370

ally, resulting in sharper, pointed features and induced tendencies than in OM4-1d.371

To better understand these differences we diurnally composite both the vertical tempera-372

ture flux field and the induced temperature tendency (Figure 9). The composites show a repeated373

daily cycle of temperature tendency and temperature flux centered (hour 0) at the local peak of374
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Figure 7. LES (left column) and OM4-1d (right column) comparison for temperature (upper set of four
panels) and zonal current speed (lower set of four panels) at 140°W. Results shown for the equator (first and
third row) and 3°N (second and fourth row). LES provided from Whitt et al. (2022).

solar heating. The downward temperature flux in the LES (panels a-d) clearly preserves the reg-375

ular peaked structure, while the rounded nature of the OM4-1d (panels e-h) is seen in both the376

raw time series data and the diurnal composite. A clear bias in the OM4-1d temperature flux is377

that it predicts much too strong downward temperature fluxes at hour 0, when the LES shows a378

near complete shut down of vertical mixing (reflected by much stronger positive temperature ten-379

dency between 10 and 50 meters in OM4-1d). It is obvious from these runs that a major bias emerges380

in the diurnal pattern of OM4 vertical mixing and temperature tendency. We also show the time381

averaged fluxes over simulation period (Figure 10), which shows that the net downward temper-382

ature flux peaks about 10% larger in OM4-1d (red dashed line) compared to the LES (black line).383

3.2 Modifying OM4-1d and evaluating remaining difference from LES384

The ePBL mixing energy is parameterized from 𝑚∗𝑢3
∗, where 𝑚∗ is the proportionality be-385

tween the vertically integrated rate of conversion between TKE and potential energy due to tur-386

bulent mixing in gravitationally stable stratication and 𝑢∗ is the wind friction velocity. The 𝑚∗387

parameterization used by OM4-1d significantly overestimates the net vertical temperature flux388

during the daytime in the upper 30 m (as demonstrated at hour 0 in Figure 9). We now explain389

–13–



manuscript submitted to Earth and Space Science

Figure 8. One-week subset of LES (left column) and OM4-1d (right column) comparison for vertical tur-
bulent temperature flux (upper set of four panels) and its induced temperature tendency due to convergence
(lower set of four panels) at 140°W. Results shown for the equator (first and third row) and 3°N (second and
fourth row). LES provided from Whitt et al. (2022).

the reason for this disagreement between the ePBL temperature flux and the LES, and a strategy390

to improve the diurnal cycle of the vertical mixing in OM4. The ePBL mixing scheme constrains391

the depth of the ocean surface boundary layer based on the energetics associated with turbulent392

mixing of a stratified fluid (Reichl & Hallberg, 2018). In Reichl and Hallberg (2018), the formu-393

lation of the parameterization for mixing energy is developed using numerical experiments that394

experience constant surface forcing (wind stress and surface bouyancy fluxes). The resulting pa-395

rameterization therefore satisfies a condition where the boundary layer depth, buoyancy flux, and396

mechanical forcing terms all vary relatively slowly in time. The mean properties (e.g., shear and397

stratification) are not explicitly considered by ePBL, and instead the turbulent fields are param-398

eterized only using information about the surface forcing and the boundary layer depth.399

The overestimation of the temperature flux in the daytime by ePBL happens when there is400

a rapid change in the forcing conditions, mean shear and stratification, and the boundary layer401

depth over the diurnal cycle. This rapid change means that these quantities are constantly out of402

equilibrium and that the properties of the turbulence can no longer be reliably parameterized only403

considering the surface forcing. For example, as the sun rises the boundary layer can remain deep404
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Figure 9. Diurnal composite of LES (1st row), OM4-1d (2nd row), OM4-cap (3rd row), and GLS (4th
row) comparison for vertical turbulent temperature flux (positive downward, first and second column) and
temperature tendency due to turbulent temperature flux convergence (third and fourth column) at 140°W.
Results shown for the equator (first and third column) and 3°N (second and fourth columns). LES provided
from Whitt et al. (2022).

for a couple of hours due to the pre-existing fossil turbulence. The Reichl and Hallberg (2018)405

mixing energy parameterization overestimates the mixing energy because the energy scales with406

the boundary layer depth, but the boundary layer depth is large and has not yet retreated to re-407

flect the strong surface heating conditions. Hence, the 𝑚∗ predicted by ePBL is only accurate af-408

ter the buoyancy gradient has a chance to establish and the boundary layer depth has adjusted to409

the surface forcing conditions together with the turbulent boundary layer.410

A suitable prescription for 𝑚∗ is difficult in the presence of these rapidly changing condi-411

tions. The difficulty arises since the assumptions that underpin ePBL’s ability to predict bound-412

ary layer depths break down within this region of marginal stability and rapidly changing con-413

ditions. However, separate column model tests reveal that by setting 𝑚∗ in ePBL at the equator414

to 0, and only using the JHL shear driven mixing scheme, the OM4-1d model can predict fluxes415

and temperature that are much more similar to the LES. The reason for this agreement is because416

the JHL scheme is developed for predicting diffusivities for shear-driven mixing processes, which417
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Figure 10. Time mean of LES (black), OM4-1d (red dashed), OM4-cap (blue dashed), and GLS (gray
dashed) comparison for vertical turbulent temperature flux (positive downward, first column) and temperature
tendency due to turbulent temperature flux convergence (second column) at 140°W. Results shown for the
equator (top row) and 3°N (bottom row). LES provided from Whitt et al. (2022).

dominate the turbulence within this region. Many other tests of the ePBL 𝑚∗ prescription in the418

column model reveal a practical fix for the overmixing. Namely, we cap the ePBL value of 𝑚∗419

at a value close to 1 but much less than 10. Since the value of 𝑚∗ outside ± 5° is almost always420

less than 1.25, the cap of 1.25 is chosen. We perform additional sensitivity studies to the precise421

value of the cap that suggest 1.25 is a reasonable choice . In particular, prescribing that 𝑚∗ ≤ 1.25422

does not degrade the performance of ePBL outside of this equatorial region. Future work will423

focus on more optimal approaches to modeling 𝑚∗ and its interaction with JHL in the tropics (and424
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elsewhere), but at present the cap of 𝑚∗ = 1.25 appears to be a practical and reasonable approach425

and is thus adopted here.426

Figure 9 (3rd row) demonstrates that this 𝑚∗ cap provides a significant improvement to the427

OM4 temperature flux bias. We see that these runs are much closer to the LES (top row) for pre-428

dicting the temperature flux and its induced temperature tendency than the original OM4. The429

𝑚∗ ≤ 1.25 cap achieves the goal of shutting off the overly strong ePBL mixing during the day-430

time and allows the JHL scheme to dictate the mixing coefficients. We also see that the time mean431

vertical temperature flux is improved relative to OM4-1d (Figure 10), especially in the upper 20 m432

at the equator and throughout the column at 3° N. While the OM4-cap scheme is an improvement433

over OM4, the temperature flux still deepens too rapidly at night (about 6 hours after solar noon)434

compared to the LES at the equator (see first column).435

To explain this rapid deepening of the temperature flux (and tendencies) in the OM4 and436

OM4-cap experiments requires revisiting the theory that underpins the JHL shear mixing scheme.437

One assumption in developing the set of equations employed by JHL is that the turbulence de-438

velops rapidly compared to the mean flow (e.g. the TKE tendency term is ignored and a steady-439

state equation for TKE is solved). This simplification of the dynamics helps the JHL model to440

be less sensitive to model details like timesteps and vertical resolution, but turns out to be the cause441

of the too-rapid penetration of the night time temperature flux. This feature is demonstrated by442

comparing the OM4-cap results to a separate one-dimensional model test that uses a full second443

moment closure (SMC, following Umlauf & Burchard, 2003) with a TKE time tendency via the444

General Ocean Turbulence Model (GOTM, gotm.net). In the SMC simulation, the slower pen-445

etration of the vertical temperature flux observed in the LES is recovered by the column model446

(Figure 9, bottom row). We verify the important difference between SMC and JHL is the turbu-447

lence storage term by iterating the TKE and length equations in the SMC model 10 times within448

each model time step, effectively bringing the turbulence in SMC to equilibrium as is prescribed449

in JHL. The too-rapid penetration of the vertical temperature flux in JHL is recovered by SMC450

with the steady-state turbulence, indicating that the adjustment time for the turbulence to the mean451

state is important for getting these high-frequency characteristics of turbulent fluxes. This exer-452

cise indicates a role of the TKE adjustment time (storage term) on the vertical temperature flux453

in deep-cycle turbulence. Further investigation into the simulation in OM4 of the diurnal cycle454

of turbulence with SMC or an additional TKE storage term in JHL will be undertaken in future455

research, as it requires new research efforts to fully implement either approach in OM4.456

4 Evaluating and adjusting upper ocean parameterizations in OM4: an OGCM ap-457

proach458

The evaluation of OM4-1d against LES and establishment of the OM4-cap ePBL update459

yield confidence in an implementation of improved vertical mixing in OM4 from a process per-460

spective. We now present an evaluation of OM4 with the ePBL 𝑚∗ cap of 1.25 to evaluate how461

the improved representation of vertical mixing impacts the 3d simulation. To do so, we rerun OM4462

with the only change being the 𝑚∗ cap for both the full JRA55-do v1.5 cycle experiment (with463

the identical configuration to OM4) and for the experiment from 1999-2008 with the 𝑧∗ config-464

uration and the high-frequency virtual mooring output.465

4.1 Evaluating ePBL-cap in OM4, OGCM approach466

We first analyze the impact of the ePBL 𝑚∗ ≤ 1.25 cap in the percentile heatmap figures467

from the OM4 simulations with the virtual buoys (Figure 11), now including the dashed line con-468

tours from OM4 (in cyan) to compare for reference. We see very little impact in the distribution469

of the mean currents between the OM4 and OM4-cap run, however, the shear and stratification470

plots do show some improvements in the upper 50m. This result indicates that the OM4-cap model471

does have different variability in terms of less tendency to form very weak stratification and shear472

at these shallow depths (a direct consequence of capping 𝑚∗). However, we see relatively small473

differences between OM4 and OM4-cap in other aspects of the simulation, with the cyan and black474
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curves following each other quite closely. We next evaluate the difference between OM4, OM4-475

cap, and the climatological observations (Figure 12). The result is unexpected, in which the OM4-476

cap result ends up being slightly less skillful than OM4 in terms of both simulating temperature477

and salinity stratification (compare to Figure 2). This result suggests that there must be other is-478

sues unrelated to the processes simulated in the LES, since the OM4-cap model was an improve-479

ment over OM4 in comparison with the LES. It also suggests there may be some compensating480

biases in the OM4 model, as the improved mixing relative to the LES results in a slightly degraded481

solution in the full 3d simulation.482

4.2 Additional OM4 modifications483

In the previous sections we described the disadvantages of using observations to directly484

tune parameterizations in a full OGCM. However, we wish to evaluate sensitivity of the model485

biases to other parameterization choices now that the LES has rendered confidence in the OM4-486

cap upper ocean vertical mixing schemes. In total we simulated several dozen additional con-487

figurations of OM4 and analyzed how the results compared to the biases presented for OM4 and488

OM4-cap. At the conclusion of this parameterization sweep, we identify two additional choices489

for the ocean mixing parameterizations that have particular influence on the tropical ocean bi-490

ases.491

The first change to the model is the addition of a new choice for computing the JHL mix-492

ing coefficients (parameter setting “VERTEX_SHEAR = True” in MOM6), where the model tem-493

perature, salinity, and currents are interpolated to the horizontal C-grid cell vertices instead of494

the default of interpolating the currents to the C-grid cell centers. A large motivation for this change495

is to avoid checkerboard patterns in the mean fields related to numerical noise issues that tradi-496

tionally plague Richardson number based mixing schemes. The second change we identify is to497

disable the large background viscosity of 10−4 m2 s−1. The high viscosity setting exists in OM4498

despite having no physical justification, perhaps related to historical reasons for numerical sta-499

bility that are no longer necessary in MOM6. We also found sensitivity of the stratification bias500

to settings in OM4 for the vertical coordinate and the MLE restratification parameterization, but501

these impacts were smaller and thus are saved for further analysis in future work.502

We examine the impact of these two modifications separately (not shown). While the ver-503

tex shear choice is advantageous for its goal of mitigating grid scale noise, it does not have sig-504

nificant impact on the time mean stratification. However, removal of the enhanced background505

viscosity has a large impact on the zonal shear, especially in the eastern mooring location (110°506

W). The reduction of the background viscosity leads to a less diffuse EUC with increased zonal507

shear, which leads to reduction in the Richardson number and increased diffusivity from the JHL508

parameterization. Reducing the background viscosity therefore results in an overall improvement509

to the large scale mean stratification compared to the original OM4 model. Therefore, we next510

present results that analyze the three updates to OM4 together, which includes the 𝑚∗ ≤ 1.25 cap,511

the updated JHL shear mixing scheme, and the reduced background viscosity. This version of512

OM4 is denoted OM4up for the remainder of this manuscript.513

The OM4up configuration yields improvements over OM4 in many aspects of the simu-514

lation based on the metrics analyzed here. In particular, we see improvements in the distribution515

of shear and stratification (primarily driven by reducing the background viscosity, see Figure 13),516

which leads to a much better representation of the zonal (and particularly eastern basin) strati-517

fication bias between 50 and 200 m depth. The peak strength of the EUC in its eastern extent is518

also better captured, the primary reason for this improvement being that the enhanced background519

viscosity in OM4 was contributing to an excessively diffuse EUC. Better capturing the EUC and520

its shear in OM4up allows improved mixing to be predicted by JHL, since this improved shear521

is provided as an input to the parameterization. We see a significant overall improvement in OM4up522

compared to OM4 in the mean temperature stratification bias (Figure 14). This result suggests523

that similar reasons for the biases targeted in the Pacific Ocean were affecting the other tropical524

basins. The global 𝑟2 improves from 0.855 in OM4-cap to 0.923 in OM4up (compared to 0.878525
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Figure 11. As in Figure 6, but for the OM4 model updated with the 𝑚∗ ≤ 1.25 cap in ePBL. The black
dashed trace represents the 5th and 95th percentile, while the blue dashed tracers represent the similar values
from the observations. The blue dotted trace represents the median of the observations (see Figure 5). The
cyan dashed line represents the 5th and 95th percentiles in the original OM4 results (see Figure 6).

in OM4) and RMSE improves from 0.0184 to 0.0131°C/m (compared to 0.0168°C/m in OM4).526

We see similar improvements in salinity stratification, with 𝑟2 improving from 0.846 to 0.884 (com-527

pared to 0.879 in OM4) and RMSE improving from 0.0050 to 0.0033 ppt/m (compared to 0.0045528

ppt/m in OM4). Finally, we note that the improvements in temperature and salinity stratification529

are reflected in the mean fields as well, with RMS difference in temperature improving from 0.7289°C530
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Figure 12. As in Figure 4, but for the OM4 model updated with the 𝑚∗ cap in ePBL.

in OM4 to 0.6752°C in OM4-up and salinity improving from 0.2637 ppt in OM4 to 0.2325 ppt531

in OM4-up (Figure 15).532

These results suggest that despite the LES results providing an improved diurnal cycle in533

OM4-cap, it was the impact of the large background viscosity that contributed to the eastern Pa-534

cific stratification bias. Ultimately this high background mixing was degrading the currents and535

shears that feed into driving the JHL mixing parameterization. We note that shallow biases in536

the EUC core remain in OM4up in the western basin, perhaps even being degraded relative to537

OM4 at 165° E and 170° W. This shoaling of the EUC in the west suggests that the elevated vis-538

cosity may potentially help deepen the western EUC toward observed values in OM4. We do not539

pursue enhancing the viscosity in the west in this work, as a skillful parameterization of poten-540

tially enhanced viscosity first requires research to understand the physical processes. We also eval-541

uated the OM4up changes for any potential major impacts outside of the equatorial region, which542

did not reveal any obvious problems.543

4.3 Remaining sources of bias and the role of vertical resolution544

While the choices implemented in OM4up lead to an improved tropical ocean climate rel-545

ative to OM4, significant work remains to completely address the tropical mixing, thermocline,546

and stratification biases. We propose that the LES exercise has imparted confidence in the OM4up547

configuration in terms of its vertical mixing scheme, but despite these improvements several bi-548

ases remain in OM4up compared to the observations. We now ask the question, what potential549

issues may drive the remaining biases?550

One candidate is the remaining phase difference in vertical heat fluxes between OM4-cap551

and the GLS 1d mixing (Figure 9). However, the small impact of OM4-cap relative to OM4 sug-552

gests these improvements would also have small impacts on climatological features in these OGCM553

simulations. Another potential candidate is the hybrid (𝑧∗−𝜎2) vertical coordinate in OM4. The554

𝜎2 component of the coordinate leads to thicker layers (coarser vertical spacing in meters) in the555

western Pacific than in the eastern Pacific since the near surface waters are less stratified (note556

the upper 200 meters in the western and eastern Pacific Ocean in Figures 1 and 2). However, we557

conclude that this is not the primary source of remaining bias since the OM4up model is tested558

here both with the hybrid and 𝑧∗ coordinate. Another possible source of bias is the MLE restrat-559

ification parameterization. The tropical bias in OM4 was very sensitive to choices in MLE (not560

shown). However, this sensitivity is significantly reduced in OM4up, suggesting there may have561

been some feedback between the original OM4 model and its MLE. The source of the remain-562
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Figure 13. As in Figure 6, but for the OM4 model with all updates described in this paper. The black
dashed trace represents the 5th and 95th percentile, while the blue dashed tracers represent the similar values
from the observations. The blue dotted trace represents the median of the observations (see Figure 5).

ing shallow thermocline and EUC biases therefore remains unclear from this study, though forc-563

ing errors and additional mixing process biases are likely potential culprits.564

We performed one additional experiment in an effort to improve the simulation through en-565

hancing the number of vertical grid levels by a factor of three. In OM4 the vertical 𝑧∗ grid spac-566

ing is set with a resolution function that increases gradually from 2 m at the surface to signifi-567
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Figure 14. As in Figure 4, but for the OM4 model with all updates described in this paper.

Figure 15. As in Figure 3, but for the OM4 model with all updates described in this paper.

cantly thicker levels at depth. The OM4up-225 model is run with 225 vertical layers (increased568

from the original 75), where the OM4up-225 grid thicknesses start from the same 2 m spacing569

near the surface as OM4 (and OM4up). The vertical grid spacing in OM4up-225 increases at depth570

much slower than OM4, and it maintains relatively fine grid spacing throughout the upper 500 m.571

Since this simulation is computationally more expensive (in terms of runtime and data storage),572

we only analyze it in the 10 year experiments (1999-2008) and present results for the variabil-573

ity heat maps (Figure 16). The increase in resolution is understood by comparing the 𝑦 resolu-574

tion at depth in Figure 13 with Figure 16. The interior (e.g., 500 m to 100 m) shear and strati-575

fication heat maps reveal significant differences between OM4up and OM4up-225. In particu-576

lar, OM4up-225 has increased high shear events throughout this entire region (observations in577

blue are much closer to OM4up-225 in black than OM4up in cyan in the middle row). OM4up-578

225 also has increased variability in stratification at depth (comparing black and cyan in the bot-579

tom row), though still much less than the observations (comparing black and blue in the bottom580

row). The stratification below the pycnocline in the western equatorial Pacific is reduced to a level581

closer to observations in OM4up-225, which is an intriguing result due to the importance of these582

watermasses in the formation of tropical oxygen minimum zones (see Stramma et al., 2010). We583

see the additional layers do not significantly impact the near surface simulation, which is not sur-584
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prising since the same resolution is used in the upper 20 m and the impacts are only seen below585

this depth.586

Figure 16. As in Figure 6, but for the OM4 model with all updates described in this paper and 225 vertical
levels. The black dashed trace represents the 5th and 95th percentile, while the blue dashed tracers represent
the similar values from the observations. The blue dotted trace represents the median of the observations (see
Figure 5). The cyan dashed line represents the 5th and 95th percentiles in the original OM4up results (see
Figure 13).
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We now explore aspects of the OM4up-225 experiment relative to OM4 and OM4up to bet-587

ter understand how refined vertical grid spacing can affect the interior solution. The first thing588

we show is the heatmap of the occurrences of Richardson numbers (Figure 17). Since 𝑅𝑖 was not589

saved during the model runs, it is instead approximated diagnostically from two hourly mean 𝑁2
590

and 𝑆2 ( we also directly explore the model’s shear-driven diffusivity to confirm that this approach591

is a reasonable approximation for the two-hourly mean Richardson number). The 𝑅𝑖 values are592

binned into 50 evenly spaced increments between 0 < 𝑅𝑖 < 1 for each of the three models and593

in the following analysis we compare the count of occurrences within each bin. When we com-594

pare the OM4 and OM4up models (upper and middle row), we can see very clearly that OM4up595

indeed has significantly increased occurrence of lower (less stable) Richardson number fed into596

the JHL mixing parameterization compared to OM4. In fact, throughout the lower flank of the597

EUC we see many lower Richardson number events (e.g., at 165° E and 170° W). However, when598

we increase the resolution by tripling the number of vertical layers, we see that significantly more599

mixing events (Richardson number 0.25 or lower) occur in the model (bottom row). This result600

suggests that the Richardson number based parameterizations could depend on the resolution to601

improve performance in models with coarser vertical spacing. We also show the distribution of602

net diffusivity values in the three models (Figure 18). The diffusivity profiles clearly show that603

OM4up-225 has significantly more mixing events below about 100 m compared to OM4 and OM4up,604

when the JHL parameterization is provided with lower Richardson number values.605

We conclude by looking at the vertical structure and temporal dependence of these low Richard-606

son number mixing events from a two year subset of the model’s diffusivity from the three sim-607

ulations (Figure 19). We see that these low Richardson number/high diffusivity events (mapped608

in red) can be large-scale (e.g., vertical extents that span several model layers), and can persist609

for several months. This result suggests that the impacts of these low occurrence mixing events610

can be long lasting in the model, and can potentially contribute to shaping characteristics of the611

lower flank of the thermocline and the EUC on long term timescales. While we do not pursue612

enhancements to the JHL scheme to account for vertical resolution here, it is clearly worth ex-613

ploring in future work to improve the comparison with data and the formation of the lower ther-614

mocline waters in the tropics.615

5 Conclusions and Outlooks616

In this study we utilized a variety of methods to analyze causes for equatorial stratification617

and circulation biases (see Figures 1 and 2) in the NOAA Geophysical Fluid Dynamics Labora-618

tory OM4 ocean model (Adcroft et al., 2019). We first compared the OM4 mixing parameter-619

izations in a column model configuration of OM4 directly to LES (Whitt et al., 2022). This com-620

parison led us to correct a significant bias in the diurnal cycle of mixing in OM4 (Section 3, Fig-621

ures 9). However, when implementing the correction in the full three-dimensional ocean circu-622

lation model (OGCM), we found little impact on the time-mean biases. We did not investigate623

the impact of the improved diurnal cycle of mixing in a coupled ocean-atmosphere model (CGCM),624

where the atmospheric boundary layer has a chance to respond to the improvements in the oceanic625

boundary layer.626

We found that the primary reason for OM4’s stratification bias in the eastern equatorial Pa-627

cific is related to a high background viscosity. The large viscosity results in poor simulation of628

the vertical shear that is provided as an input to the shear-based mixing parmeterization. By elim-629

inating the high background viscosity, we substantially improve the simulated stratification in this630

region (Figure 14). We also found that increasing the number of vertical layers in OM4 has the631

potential to significantly impact the mixing and improve interior stratification, though whether632

or not this mixing results in improved currents compared to OM4 could not be confirmed from633

the present set of ocean observations since ADCPs are limited to 50-250m depth and most dif-634

ferences are seen between 500 m and 250 m.635

While evaluation of these mixing parameterizations and its impact on equatorial stratifi-636

cation biases has been specific to OM4, the implications of these results are much broader. First,637
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Figure 17. Discrete occurrence event heatmap for Richardson number in the OM4 model, the updated OM4
model, and the updated OM4 model with higher vertical resolution (225 levels).

we have demonstrated the importance of accurately simulating the EUC for capturing the mix-638

ing and tropical stratification, further elucidating importance of the fully interactive and three-639

dimensional characteristics of this region for its simulation. Second, we have emphasized the util-640

ity of the high-fidelity tropical LES (such as Whitt et al., 2022) for evaluating one-dimensional641

mixing parameterizations despite the highly three-dimensional nature of this region (see also Large642

& Gent, 1999). We find that the one-dimensional model evaluations of ocean mixing parame-643

terizations are an important complement to OGCM experiments and help guide parameteriza-644
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Figure 18. Discrete occurrence event heatmap for total vertical diffusivity in the OM4 model, the updated
OM4 model, and the updated OM4 model with higher vertical resolution (225 levels).

tion sensitivity analysis. Our analysis also revealed significantly richer turbulence leading to po-645

tentially reduced biases in mixing and variability in OM4 with 225 layers over 75 layers. In fu-646

ture ocean model development it will be important to consider whether an increased number of647

vertical layers is required for simulating realistic turbulence and mixing or if parameterizations648

can be adapted for use with coarser vertical grids.649
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Figure 19. Comparison of total vertical diffusivity depth-time Hovmöller at same four TAO mooring longi-
tudes discussed in detail of this paper for the OM4 model (upper), updated OM4 model (middle row), and 225
vertical level model (bottom row).

Future work will investigate the impacts of these improved mixing schemes in CGCMs to650

evaluate the hypothesis that the improvements in OM4 lead to improvements in tropical climate651

in a coupled climate model. Preliminary analysis of the OM4up changes in developmental CGCMs652

at GFDL (not including CM4) indicate that the improved diurnal cycle and eastern Pacific strat-653

ification are also found in the CGCMs. However, these preliminary results have not yet revealed654

any robust feedbacks to the atmospheric model. Those preliminary results also suggest that the655

atmospheric models and model coupling present challenges to improving the equatorial oceans,656

since outstanding issues in simulating tropical patterns of winds, precipitation, and clouds can657

degrade the response of the ocean model within the CGCM.658

The present work demonstrates the utility of LES, the TAO network, and Argo floats for659

developing and evaluating OGCMs and CGCMs. The combination of long term and expansive660

datasets are a uniquely important tool for evaluating ocean climate model simulations, and should661

be combined with process based (e.g., LES) analysis methods to continue to evaluate and improve662

model biases.663

6 Open Research664

The source codes and model parameter settings needed for the SCM MOM6 experiments665

and the notebooks needed to generate the figures in this manuscript are available at github.com/666

breichl/EqPac_Paper (NOTE: this will be registered to Zenodo for publication). SCM and667

3D processed output from MOM6 simulations is available at dx.doi.org/10.5281/zenodo668

.10406424 (NOTE: this url will work if DOI not yet registered at time of review https://zenodo669

.org/records/10406424). LES and ROMS data for the column model simulations were ob-670

tained by following the instructions of Whitt et al. (2022). Raw Argo data was obtained from dx671

.doi.org/10.17882/42182, where the snapshot from July 2023 was used for this study. Grid-672

ded Argo data was obtained from http://sioargo.ucsd.edu/RG_Climatology.html. TAO673

data was obtained from pmel.noaa.gov/gtmba/.674
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Appendix A Table of acronyms and symbols689

ADCP Accoustic Doppler current profiler
CGCM Coupled general circulation model
CM4 Global Climate Model 4
CMIP Coupled Model Intercomparison Project 6
ENSO El Niño / Southern Oscillation
ePBL energetics-based planetary boundary layer
GFDL Geophysical Fluid Dynamics Laboratory
JHL Jackson et al. (2008) shear mixing
JRA55 Japanese 55-year Reanalysis
LES Large eddy simulation
MLE Mixed layer eddy parameterization
MOM6 Modular Ocean Model 6
OGCM ocean general circulation model
OM4 Ocean and Sea-Ice Simulator 4
OMIP Ocean Model Intercomparison Project
SIS2 Sea Ice Simulator 2
SST Sea surface temperature
TAO Tropical Atmosphere Ocean
TKE Turbulent kinetic energy
𝑁2 Buoyancy frequency (Brunt-Väisälä)
𝑆2 Shear frequency
Ri Richardson Number

Table A1. Commonly used acronyms and symbols in the paper.
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