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Abstract  35 

Low soil temperature stress is a critical factor affecting the root water uptake (RWU) 36 

rate of plants. In current land surface models, the RWU amount is determined by the 37 

soil water extracted from different soil layers, which calculates by the relative soil 38 

water availability and the root fraction of each layer in the rooting zone.  The effect 39 

of low soil temperature stress is not considered, which may produce biases in the 40 

simulation of transpiration. In this study, with the utilization of the in-situ observation 41 

data from three FLUXNET sites, we introduced three functions to represent the low 42 

soil temperature stress in the Common Land Model (CoLM) and evaluated their 43 

effects on the energy fluxes simulation. Then the three low soil temperature stress 44 

functions were also evaluated in the global offline simulations by using the 45 

FLUXNET-MTE (multi-tree ensemble) data. Results show that the default CoLM 46 

overestimates the latent heat flux but underestimates the sensible heat flux in the local 47 

spring and early summer at three study sites. By incorporating the low soil 48 

temperature stress function into CoLM, the bias in energy flux simulation is 49 

significantly reduced. The global offline simulations indicate that considering the 50 

effect of low soil temperature stress can improve the model performance on the 51 

simulating of the latent heat flux in those high latitude areas. Therefore, we 52 

recommend incorporating the effect of low soil temperature stress into land surface 53 

models, which is beneficial to increasing the reliability of the models’ results, 54 

especially over the cold regions. 55 

Keywords: root water uptake; land surface model; low soil temperature stress 56 



Plain Language Summary  57 

Plants obtain water from the soil through their roots, but the process of obtaining 58 

water will be affected by a variety of factors. The low temperature in the soil is one of 59 

the important influencing factors, which usually reduces the rate of water absorption 60 

by plant roots. However, this influence factor is not considered in the current land 61 

surface process model. Here, we propose three empirical functions that can represent 62 

the effects of low soil temperature, introduce them into the Common Land Model 63 

(CoLM), and validate the impact of these functions in the model by using the field 64 

observation data. The results of numerical experiments show that considering the 65 

effect of low soil temperature on root water uptake in CoLM can improve the 66 

simulation performance of the model in many areas. 67 

 68 

69 



1. Introduction 70 

How to describe the root water uptake (RWU) process of plants in land surface 71 

models is a vital issue (Feddes et al., 2001; Fu et al., 2018). The process of root water 72 

uptake is affected by many environmental factors, and the soil temperature is one of 73 

them (Ramos and Kaufmann, 1979; Aroca et al., 2012). The low soil temperature is 74 

serious environmental stress faced by plant roots in the process of RWU (Kozlowski 75 

and Pallardy, 1997). The low soil temperature usually increases the water flow 76 

resistance through the soil-plant-atmosphere continuum direct or indirectly (Schwarz 77 

et al., 1997). Even a soil temperature above zero can have a negative effect on the 78 

process of RWU (Murai-Hatano et al., 2008). When the atmospheric temperature is 79 

high and the soil temperature is still low (for example, in spring), the canopy 80 

transpiration demand of plants will be considerable. Restricted by low soil 81 

temperature, the RWU rate won’t be large enough to supplement the water loss during 82 

transpiration, which may cause the detriment of dehydration. When the soil 83 

temperature is low, the transport rate of water from the soil to plant roots will 84 

decrease and the water viscosity will increase, which leads to less absorption of water 85 

through roots (Running and Reid, 1980; Ameglio et al., 1990; Wan et al., 2001; Bloom 86 

et al., 2004). Besides, the low soil temperature can also inhibit the growth of plant 87 

roots, thus reducing the RWU capacity of plants (Vapaavuori et al., 1992; Zia et al., 88 

1994; Nagasuga et al., 2011).  89 

In order to study the effect of low soil temperature stress on the RWU process, many 90 

field studies have been carried out by botanists. For example, a study on the response 91 



of the RWU rate of cucumber to soil temperature showed that the RWU efficiency of 92 

cucumber roots decreases when the soil temperature is below 12 
o
C. Above this 93 

temperature, the RWU rate doesn’t change much (Satoshi Yoshida and Eguchi, 1989; 94 

S. Yoshida and Eguchi, 1991). A field study about rice revealed that the root hydraulic 95 

conductivity descends with decreasing soil temperature, and the change in root 96 

hydraulic conductivity is most pronounced below 15 
o
C (Murai-Hatano et al., 2008). 97 

Another field study on the RWU of maize also indicated that the root hydraulic 98 

conductivity is proportional to temperature change between 10 
o
C and 20 

o
C (Ionenko 99 

et al., 2010). Reduction of root hydraulic conductivity increases the resistance when 100 

soil water enters the root system, which in turn reduces the rate of water uptake by the 101 

plant root system. A study on the influence of soil temperature on RWU and 102 

transpiration of young Scots pines showed that soil temperature is the main factor 103 

behind the decrease of RWU rate of roots under 8 
o
C. This study also found that low 104 

soil temperature stress can lead to a decrease in stomatal conductance and root 105 

activity, which then reduces the root water uptake rate and transpiration (P. E. 106 

Mellander et al., 2004). Numerous observational studies have shown that low soil 107 

temperature stress is an important factor restricting the soil water supply to plants. 108 

In most of the current land surface models, the RWU rate is calculated by distributing 109 

transpiration into each soil layer according to soil water content and root density 110 

fraction. Then the water change due to RWU is treated as a sink term and added to the 111 

soil vertical water flow equation (Jarvis, 1989; Dickinson et al., 1993; Cox et al., 112 

1999; Dai et al., 2003; Niu et al., 2011; Wang et al., 2011; Yang et al., 2011). This 113 



parameterization scheme focuses only on the overall water content in the soil and the 114 

proportion of plant root density, without considering the influence of various 115 

environmental factors including the low soil temperature on the RWU process. With a 116 

low soil temperature and a large difference between soil temperature and atmospheric 117 

temperature, canopy transpiration will be overestimated by the models accordingly (P 118 

E Mellander et al., 2006). Some numerical studies have shown that incorporating the 119 

effect of soil temperature into the simulation of RWU can improve the simulation 120 

results of the RWU rate and transpiration rate by the models (Lv et al., 2012). 121 

Furthermore, improvement of the RWU process in land surface models is beneficial 122 

to the prediction of global weather and climate change, carbon and nitrogen cycles 123 

and crop yield by earth system models (Zhu et al., 2017). 124 

In this paper, we modified the RWU scheme of the Common Land Model (CoLM) 125 

and incorporated three empirical functions to investigate the effect of low soil 126 

temperature stress (Jansson and Karlberg, 2010). The observation data of three 127 

FLUXNET forest sites were used to evaluate the influence of the low soil temperature 128 

stress functions on energy flux simulation results. After that, the global offline 129 

simulation was carried out to further verify the possible impact of low soil 130 

temperature stress functions on the global land surface process simulation. This paper 131 

is organized as follows. In section 2, the data sets, model and experimental design are 132 

described. Results are presented in the next section, which is followed by the 133 

summary and discussions in section 4. 134 

 135 



2. Methods 136 

2.1 Model Default 137 

The CoLM is a state-of-the-art land surface model (Dai et al., 2003). It was adopted 138 

as the land component for the community atmospheric model (CAM) (Zeng et al., 139 

2002) in the version 2 of the community climate system model (CCSM2) (Bonan et 140 

al., 2002) and named as the community land model (CLM). The CoLM has been 141 

developed independently in China, and it possesses many new features such as two 142 

big leaf models used for leaf temperature and the photosynthesis-stomata resistance, 143 

and the two-stream approximation for the calculation of canopy albedo with the 144 

solution for singularity point (Dai et al., 2004; Dai and Ji, 2005; Dai et al., 2014). As 145 

a result, the CoLM is now fundamentally different from both its original version (Dai 146 

et al., 2003) and the recent versions of CLM (Oleson et al., 2013; Lawrence et al., 147 

2019). The CoLM has been widely applied to land surface process modeling by many 148 

weather forecasting models and climate models. 149 

Low temperature stress in the soil environment can reduce the RWU rate (Kramer and 150 

Boyer, 1995). In order to account for the effects of low soil temperature stress in the 151 

CoLM, a modification of the RWU scheme was conducted in the model. The soil 152 

moisture changes in the CoLM were calculated by the following equation: 153 
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                       (2.1) 154 

where is the volumetric soil moisture content, t  is time (s), z  is soil depth (mm), 155 

RE (mm·s
-1

) is root water extraction and evaporation (only in the surface layer) from 156 

the soil, and q is the vertical water flow (mm·s
-1

). 157 



The sink term ,R jE in soil layer j was calculated as follows: 158 

                       , ,R j eroot j trE f E                         (2.2) 159 

where trE  is the transpiration in the canopy (mm·s
-1

), and ,eroot jf  refers to the 160 

effective root fraction in layer j. The effective root fraction ,eroot jf  that considers both 161 

the root fraction and soil water condition was calculated as follows: 162 
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where ,root jf  is the root fraction in soil layer j, and ,lt jW  represents the water stress 164 

level in soil layer j. In CoLM, the integrated water stress level in all soil layers is 165 

represented by rootaf , which is the standardization of the sum of , ,root j lt jf W  in ten soil 166 

layers and ranges from 0 to 1. In the default CoLM, the soil temperature is not 167 

considered when rootaf  is calculated. To incorporate the environmental temperature 168 

stress into CoLM, the modified rootaf  was introduced into the RWU scheme: 169 

                         ,r o o t a t t r o o t af f f                           (2.4) 170 

where ,roota tf  is the replacement of rootaf  used for calculating the max canopy 171 

potential transpiration ,tr maxE  in the model. The parameter tf , which represents the 172 

effect of low soil temperature stress, varies from 0 to 1. In this study, three different 173 

functions originated from the coupled heat and mass transfer model (COUP-MODEL, 174 

Jansson and Karlberg, 2010) were used in the CoLM to calculate the value of tf . 175 

The first one is a double-exponential function (Ågren and Axelsson, 1980): 176 

WB
WA

 

t

t-t max(0,Tg-Ttrig)
 f = 1 - e                    (2.5) 177 

where Tg represents the soil temperature, and Ttrig is the empirical triggering 178 

temperature. When soil temperature gets higher than Ttrig, the influence of low soil 179 



temperature stress decreases gradually. tWA and tWB are the empirical parameters. 180 

The second way to calculate tf  is a polynomial function: 181 
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              (2.6) 182 

where Tref is the reference temperature, and tf  equals 1 when the soil temperature is 183 

higher than Tref, which represents the relief of low soil temperature stress when soil 184 

temperature is above Tref. And tWE is an empirical parameter. 185 

The third function used to solve the value of tf  is a single-exponential function:  186 

      
l g ( 0 . 0 2 ) m a x ( 0 , - ) / ( - )

1 - g trig trigrefT T T T

tf   e             (2.7) 187 

where the definitions of Tg, Ttrig and Tref are as same as those in the first two functions. 188 

In this study, the values of those parameters in the three functions were set as follows 189 

according to the previous work (P E Mellander et al., 2006; Jansson and Karlberg, 190 

2010): tWA = -0.0004, tWB = 3, tWE = 2.5, Tref = 16 ℃, and Ttrig = 0℃. 191 

 192 

2.2 Data, Sites Description and Experimental Design 193 

FLUXNET is a global network of micrometeorological flux measurement sites that 194 

provide long-term ground-based ecosystem observations (Baldocchi et al., 2001). It’s 195 

very useful for land surface model development (Friend et al., 2007; Stöckli et al., 196 

2008). In this study, we used the observation data from three sites in the FLUXNET 197 

2015 dataset for the investigation (Pastorello et al., 2020). These three sites all have 198 

four distinct seasons and plants will encounter low soil temperature stress at the turn 199 

of spring and summer. It is suitable to be used for the investigation of the effect of the 200 

low soil temperature stress.  201 



The first site is the US-Ha1 site (Munger, 1991). This site is located in the forest near 202 

Harvard University in Massachusetts, which is in the northeastern US (42.54
o 

N, 203 

72.17
o
 W, 340 meters above sea level, see Figure 1). Since 1989, it has been observing 204 

the local sensible heat and latent heat fluxes and the related meteorological variables 205 

(Urbanski et al., 2007). The average annual temperature at the location of this site is 206 

6.6 °C, and the average yearly precipitation there is about 1070 mm. The distribution 207 

of precipitation is relatively uniform throughout the year (Figure 2). Vegetation 208 

around the site is dominated by Quercus rubra and Acer rubrum, and sporadic 209 

distribution of eastern Tsuga canadensis, Pinus strobus, and Pinus resinosa can also 210 

be found. The observation height of this site is 30 m. The observation data period used 211 

in this study is from 1994 to 2001. The International Geosphere-Biosphere 212 

Programme (IGBP) type is Deciduous Broadleaf Forests (DBF). 213 

The second site is the FI-Let site (Koskinen et al., 2014), which is located at Lettosuo 214 

in southern  Finland (60.64 
o 
N, 23.96 

o 
E, 111 meters above sea level, Figure 1). The 215 

average annual temperature at this site is about 4.5 °C, and the annual mean 216 

precipitation is about 548 mm (Figure 2). The dominating species around the site is 217 

Scots pine (Pinus sylvestris), Norway spruce (Picea abies), and birch (Betula 218 

pubescens). Other species are also common there like Dryopteris carthusiana and 219 

Vaccinium myrtillus. The observation height of this site is 25.5 m. The observation 220 

data period used in this study is from 2010 to 2011. The IGBP type is Evergreen 221 

Needleleaf Forests (ENF) and almost all trees remain green all year. 222 

The third site is the FI-Hyy site (Suni et al., 2003), a forest site locate at Hyytiälä in 223 



central Finland next to Lake Kuivajärvi (61.85 
o 
N, 24.29 

o
 E, meters above sea level, 224 

as shown in Figure 1). This site has short summers, cold winters, and relatively low 225 

annual precipitation (the annual mean temperature is about 4.3 °C, and the annual 226 

mean precipitation is about 604 mm, see Figure 2). The dominating species at this site 227 

is Scots pine (Pinus sylvestris), The observation height is 23.3 m. The observation 228 

data period used in this study is from 2009 to 2013. The IGBP type for this site is also 229 

ENF. 230 

With the observation data from these three sites, four sets of different numerical 231 

experiments were designed to study the effects of the three low soil temperature stress 232 

functions on the model results. The experimental design is shown in Table 1. The 233 

atmospheric driving data required for the experiments were all from the observations 234 

datasets at the three sites. The time resolution was once every half an hour. Each set of 235 

simulations was run for 30 years by looping the driving data, with spin-up employed 236 

to balance the initial model variables. The soil physical parameters used in the 237 

experiments were all derived from the soil data set of the CoLM model(Shangguan et 238 

al., 2014). The LAI data used in the study are from the LAI dataset developed by 239 

members of the CoLM team based on the MODIS satellite inversion data. (Yuan et al., 240 

2011) 241 

To evaluate the effect of the low soil temperature stress in middle and high latitudes, 242 

we also preliminarily investigated it in the global offline simulation. Four global 243 

offline simulations designed like the single point experiments (S01, S02, S03, and 244 

S04) were conducted to evaluate the global performance of CoLM with the three low 245 



soil temperature stress functions. These global simulations were run from 1985 to 246 

2004, driven by the forcing data from the National Center for Atmospheric Research 247 

(Qian et al., 2006). The first ten years were used as spin-up and the last ten years were 248 

used for analysis. The spatial resolution was T62 (192 longitude grid points and 94 249 

latitude grid points). Then we used the FLUXNET-MTE (multi-tree ensemble) global 250 

land latent heat flux product (Jung et al., 2009) to evaluate the model’s performance 251 

with the default and revised RWU schemes.  252 

 253 

2.3 Statistical Analysis 254 

To evaluate the performance of the default and modified RWU schemes in CoLM, the 255 

root mean square error (RMSE) and the agreement index d (Willmott, 1981) between 256 

the observed data and simulated results were employed. They were calculated as 257 

follows respectively: 258 
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In these two functions, iP  and iO  are the simulated and observed fluxes at time 261 

step i in the CoLM. O  refers to the average of the observed fluxes, and n is the total 262 

number of observed data. The observed fluxes used in this study are half-hourly, and 263 

they were used in the native time sampling. The value of RMSE is always greater than 264 

0, and the closer it is to 0, the closer the simulation result is to the observation. Index 265 

d varies from 0 to 1, and a value of 1 indicates a perfect match between the simulation 266 



and observation, while 0 implies no agreement at all. 267 

 268 

3. Results 269 

When plants are exposed to low temperature stress in the soil environment, the water 270 

uptake rate of the root system will decrease under the influence of low temperature. A 271 

low temperature in the soil environment will reduce the root water conductivity, 272 

increase the viscosity of water in the soil, and inhibit the growth of the plants’ root 273 

system, which will lead to a decrease in the RWU rate of the plants. In the most 274 

up-to-date land surface models, the parameterization scheme of the RWU process 275 

cannot show the effect of low soil temperature stress. In order to improve the RWU 276 

parameterization scheme in the land surface model and evaluate the effect of low soil 277 

temperature stress on the simulation of land surface processes, in this study we 278 

incorporated a modified RWU scheme into the CoLM model with three different 279 

functions representing the effect of low soil temperature stress. The in-situ data from 280 

three FLUXNTE sites were used in this study to validate the performance of the 281 

modified model. The temperature differences between the soil and air are quite large 282 

at these sites in the local spring and early summer, creating an ideal condition for 283 

studying the impact of low soil temperature stress on the RWU process (Figure 3). 284 

In this study, we compared the simulation results of the sensible heat flux (Qh) and 285 

latent heat flux (Qle) in the control run (S01) and three experimental runs (S02, S03, 286 

and S04, the definitions are in Table 1). Figure 4 illustrates the comparison between 287 

the observed and simulated mean diurnal fluxes of Qh and Qle at the US-Ha1 site. It 288 



can be found from the figure that in the local spring and early summer (March, April, 289 

and May, MAM), compared with the observed data, the model results significantly 290 

underestimate the daytime sensible heat flux, especially at noon. After considering the 291 

effect of low temperature stress in soil on the RWU process in CoLM, the Qh 292 

simulation results from the three sensitivity experiments are improved, and the 293 

simulated values of daytime Qh are closer to the observation (Figure 4a). Regarding 294 

the simulation of Qle, the daytime Qle is significantly overestimated in the control 295 

experiment (S01), which is revised in the three sensitivity simulations (S02, S03, and 296 

S04) after introducing low soil temperature stress into the RWU process. Among the 297 

three sensitivity experiments, S02 (the double-exponential function) and S03 (the 298 

polynomial function) produce almost the same simulation results of Qle, while the 299 

Qle results of S04 (the single-exponential function) are relatively closer to the 300 

observed Qle values (Figures 4a and 4b). According to a comparison between the 301 

observed and simulated average annual diurnal Qh, the control run (S01) 302 

underestimates the daytime Qh (Figures 4c and 4d). However, the differences 303 

between the simulated and observed values are smaller than those in spring. Results 304 

for Qh from the three sensitivity runs are relatively closer to the observed values. The 305 

Qh results of S02 and S03 are almost the same and closer to the observed data at noon. 306 

The comparison between the observed and simulated annual mean diurnal Qle 307 

suggests that an overestimation of the daytime Qle still exists in the control run. After 308 

the inclusion of the effect of low soil temperature stress in the three sensitivity 309 

experiments, the simulated Qle decreases significantly in the daytime (Figures 4c and 310 



4d). The results of S02 and S03 are almost the same, and S04 yields values that are 311 

much closer to the observed Qle than the other sensitivity runs. At the FI-Let site and 312 

the FI-Hyy site, the differences in Qh and Qle between the observation data and four 313 

experimental simulations were relatively smaller than that of the US-Ha1 site (Figures 314 

5 and 6). In the local spring and early summer (May, June, and July, MJJ), the control 315 

run greatly underestimated the daytime Qh and overestimated the daytime Qle at these 316 

two sites. After considering low soil temperature stress in the model, the simulation 317 

results of Qh and Qle in MJJ are greatly improved, which is quite consistent with the 318 

observation data (Figures 5a, 5b, 6a, and 6b). Bothe the Qh and Qle results of the 319 

three experimental runs are relatively close to each other, among which the results of 320 

S04 are rather better. In the annual average results, the deviation of the control run in 321 

simulating Qh and Qle is smaller than that in MJJ at these two sites. The model 322 

performance for reproducing the variations of half-hour Qh and Qle is also improved 323 

after considering the effect of low soil temperature stress at the FI-Let site and the 324 

FI-Hyy site (Figures 5c, 5d, 6c, and 6d). These findings indicate that inclusion of the 325 

effect of low soil temperature stress on the RWU process can be beneficial to 326 

counteracting the overestimation of Qle by CoLM in regions with considerable 327 

air-soil temperature differences during the local spring and early summer. 328 

When reproducing the seasonal variation of the climatically averaged energy fluxes at 329 

three FLUXNET sites, the modified RWU scheme mainly affects simulation results of 330 

the energy fluxes in the local spring and early summer. As can be seen from Figure 7, 331 

the control run indicates that the CoLM can well simulate the seasonal variation of Qh 332 



and Qle. However, in the results of the control run, the simulated Qh is lower than the 333 

observed values in the local spring and early summer at three FLUXNET sites. The 334 

underestimation of Qh in the control run during local spring and early summer at the 335 

US-Ha1 site is particularly obvious (Figure 7a), while at the FI-Let site and the 336 

FI-Hyy site, the underestimation degree of Qh in the control run is relatively smaller 337 

(Figures 7c and 7e). By taking the effect of low soil temperature stress into 338 

consideration, the three experimental simulations correct the underestimation of Qh in 339 

the default model. Especially at the US-Ha1 site, after considering the low soil 340 

temperature stress, the value of Qh in the simulation results increased the most 341 

(Figure 7a). At the US-Ha1 site, similar results are gained by experiments S02 and 342 

S03, which are closer to the observed Qh in May, while in June and July, the Qh 343 

simulated by S02 and S03 is relatively higher than the observed values. The Qh given 344 

by S04 is slightly lower than that in S02 and S03 in May, while in June and July, the 345 

Qh in S04 is much closer to the observed values. In terms of Qle, the differences 346 

between the three experimental runs and the control run are also primarily 347 

concentrated in the local spring and summer. The control experiment S01 significantly 348 

overestimates the Qle values in the local spring and early summer, while the 349 

experimental runs S02 and S03 underestimate the Qle in midsummer. In comparison, 350 

the simulation result of Qle by S04 is the closest to the observation. At the FI-Let site, 351 

the differences of Qh and Qle between the three experimental runs and control run 352 

was relatively smaller, mainly in May, June, and July (Figures 7c and 7d). For the 353 

simulation of Qle, S04 performed fairly better than the other two experiments. At the 354 



FI-Hyy site, in May and June, the Qh results of S04 are relatively closer to the 355 

observation data than those of the other two sites. As to reproduce the Qle, S02 and 356 

S03 are relatively closer to the observation data than S04 during May and June. 357 

However, the S02 and S03 slightly overestimate the Qle and S04 performed a little 358 

better than them in July (Figures 7e and 7f). This further indicates that incorporating 359 

the low soil temperature stress might help improve the capability of CoLM to 360 

simulate the surface energy fluxes in spring and summer at this site, and yet has 361 

limited effect in autumn and winter. 362 

Figure 8 shows the simulation results of the interannual variation of the energy fluxes 363 

by the control run and three experimental runs. For the simulation of the interannual 364 

variation of Qle (Qh), the control experiment can reproduce the interannual variation 365 

curve to a certain extent at three FLUXNET sites, however, an overestimation 366 

(underestimation) can be found in local spring and early summer for almost every 367 

year in the control run (Figure 8). The results of the three experimental runs indicate 368 

that this overestimation (underestimation) of Qle (Qh) can be corrected by including 369 

low soil temperature stress in the parameterization scheme of the RWU process. At 370 

the US-Ha1 site, in the experiments S02 and S03, the simulation results underestimate 371 

the summer Qle in some years, while in S04, this deviation is not so obvious (Figures 372 

8a and 8b). At the FI-Let site, the three experimental runs performed relatively similar 373 

and got much closer to the observation data than the control run in each study year 374 

(Figures 8c and 8d). As to the FI-Hyy site, the experiments S02 and S03 still lead to 375 

nearly the same results. These two runs simulated Qh relatively better than S04 in 376 



some years. In the Qle results, the S04 run performed better in reproducing Qle during 377 

the local spring and early summer (Figures 8e and 8f). The above analysis suggests 378 

that among the three low soil temperature stress functions, the single-exponential 379 

function (S04) is relatively more suitable for improving the energy flux simulation by 380 

CoLM than the other two functions. 381 

From the scatter diagram of the observed and simulated daily energy fluxes at the 382 

US-Ha1 site, it can also be found that the slope of the linear regression trend line 383 

between the Qh simulation results of the control experiment (S01) and the observed 384 

Qh values is much less than 1 (Figure 9). It indicates that the Qh simulated by the 385 

default CoLM is lower than the in-situ data. In the three sensitivity runs, the slope of 386 

the linear regression trend line is closer to 1, which means the deviation from the 387 

observed Qh in S01 is corrected to some extent (Figures 9a, 9b, 9c, and 9d). For Qle, 388 

the result from S01 is relatively higher than observations, and the slope of the linear 389 

regression trend line is greater than 1. However, the Qle simulated by S02 and S03 390 

has lower values than the observed Qle, which corresponds to the linear regression 391 

trend lines with slopes below 1. The Qle simulation result by S04 is closer to the 392 

observations, and the slope of its linear regression trend line is the closest to 1 among 393 

the three sensitivity runs (Figures 9e, 9f, 9g, and 9h).  394 

By comparing the statistical index RMSE and the agreement index b, we can further 395 

quantitatively evaluate how the energy flux simulation is improved by incorporating 396 

the effect of low soil temperature stress. As shown in Table 2, at the US-Ha1 site, 397 

during the local spring and early summer, the agreement index of Qh and Qle results 398 



in the three experimental runs is higher than that of the control experiment, while the 399 

RMSE is about 20% lower than that of the latter. The three experimental runs slightly 400 

differ in terms of simulation performance, and S03 performs a little bit better in spring 401 

according to the statistical comparison. For the annual mean results of Qh and Qle, all 402 

three sensitivity runs also generate better performance than the control run. Among 403 

the four simulations, S04 yields the highest b values and the lowest RMSE values for 404 

both Qh and Qle, indicating that the S04 run has the best performance on reproducing 405 

energy fluxes at this site. At the FI-Let site, a similar conclusion as the US-Ha1 site 406 

can be drawn. Although the differences in the RMSE and agreement index between 407 

the control run and three experimental runs are relatively small. At the FI-Hyy site, in 408 

the local spring and early summer (MJJ), the RMSE values for Qh and Qle in the 409 

results of S02, S03, and S04 decreased by as much as 30% compared to the control 410 

run. And the agreement index values increased about 0.1 in the three experiments 411 

considering the low soil temperature stress in MJJ. In the annual results, the degree of 412 

improvement in the statistical indexes in the three experimental runs is significantly 413 

reduced, which is similar to the other two sites. The comparison indicates that by 414 

introducing the effect of low soil temperature stress into the RWU process, the revised 415 

CoLM can improve its capability for simulating the energy fluxes. 416 

CoLM is a land surface model, which is designed for providing the boundary 417 

condition to the climate model. Therefore, it is necessary to verify what role these low 418 

soil temperature stress functions will have if they are used in global scale simulation 419 

and whether they will make the model results more unstable. To this end，we also 420 



conducted four groups of global offline experiments like the single point experiments 421 

(S01, S02, S03, and S04, see Table 1) to investigate the effect of low temperature soil 422 

stress on global latent heat flux simulation in CoLM. The simulation results suggest 423 

that the low soil temperature stress functions have almost no effect in tropical and 424 

subtropical regions. The default CoLM overestimation the Qle in many areas over 425 

middle and high latitudes in the boreal spring and summer (Figures 10a and 10b). 426 

Considering the low soil temperature stress in the model will reduce the 427 

overestimation of Qle in the model results, thus making the results closer to the 428 

FLUXNET-MTE data (Figures 10c-10h). However, during autumn and winter in the 429 

Northern Hemisphere, three low soil temperature stress functions have little effect on 430 

the simulation results of Qle (Figure 11). On the global scale, there is little difference 431 

in the simulation performance of the three low temperature stress functions. 432 

Concerning the regional results, in North America, the three low soil temperature 433 

stress functions help to reduce the overestimation of Qle in spring. In Siberia, from 434 

May to September, by introducing the low temperature soil stress, the Qle simulation 435 

results are improved and the overestimation of Qle in the simulation by S01 is 436 

reduced (Figure 12). The above findings show that the overestimation of Qle in the 437 

default CoLM could be reduced by further including the low temperature soil stress 438 

effect in many areas over middle and high latitudes such as North America, North 439 

Europe, and Siberia. While for other regions, this inclusion won’t affect the effect of 440 

the original RWU scheme on the simulation. 441 



4. Summary and Discussion 442 

The process of plant water uptake is affected and regulated by various factors, among 443 

which the low soil temperature stress is a vital one. Low soil temperature can reduce 444 

the activity of root cells, increase the viscosity coefficient of soil water, and reduce 445 

the water absorption rate of plant roots. In spring and early summer, there is a large 446 

gap between soil and atmospheric temperature, which can reduce the rate of RWU 447 

and transpiration of plants, hinder the dehydration, and affect the growth of plants. In 448 

most of the current land surface models, the parameterization scheme of the RWU 449 

process is relatively simple, and the effect of low soil temperature stress on the RWU 450 

process is not taken into account, especially when the difference between the soil and 451 

air temperature is considerable. In this study, we modified the RWU scheme of CoLM 452 

by introducing three empirical functions to represent the effect of low soil temperature 453 

stress (Jansson and Karlberg, 2010), and evaluated the impact of low soil temperature 454 

stress on the energy flux simulation results in three forest sites. 455 

In this paper, we selected three FLUXNET sites (US-Ha1, FI-Let, and FI-Hyy) with 456 

noticeable seasonal variation as the research sites, and used local observation data to 457 

evaluate the effect of low soil temperature stress on the simulation of land surface 458 

energy fluxes by CoLM. The results show that the default CoLM has a certain 459 

capability to simulate the variations of Qh and Qle on different time scales at the three 460 

FLUXNET sites. However, the control experiment suggests that without considering 461 

the effect of low soil temperature stress, the RWU parameterization scheme in the 462 

default CoLM can lead to an underestimation of the daytime Qh and an 463 



overestimation of the daytime Qle. According to the average annual results, this 464 

underestimation of Qh and overestimation of Qle mainly occur in the local spring and 465 

early summer. The inclusion of low soil temperature stress is beneficial to correct the 466 

underestimation of Qh and overestimation of Qle in the local spring and early summer 467 

and can improve the capability of CoLM to simulate the diurnal and seasonal 468 

variations of the land surface energy fluxes at these study sites. The three low soil 469 

temperature stress functions adopted in this study can all improve the simulation 470 

results of energy fluxes. Whether in the simulation of Qh and Qle, the results of S02 471 

(the double-exponential function) and S03 (the polynomial function) are almost the 472 

same, which indicates that despite the different forms of these two functions, their 473 

effects on the simulation results are very similar. This may be due to the empirical 474 

choice of parameters in these two functions, as particular combinations of parameters 475 

can make different forms of functions have similar effects. On the other side, the Qh 476 

and Qle results of S04 (the single-exponential function) are fairly better, and the 477 

underestimation of midsummer Qle found in S02 and S03 doesn’t occur in the results 478 

of S04. This function and the parameters in it are more suitable for improving the 479 

model performance at these three forest sites. In the global offline simulations, the 480 

three low soil temperature stress functions were also added to CoLM. Consequently, 481 

the model simulates the latent heat in North America, North Europe, and Siberia better, 482 

the overestimation of Qle at these regions was revised. 483 

Low soil temperature stress is widespread in non-tropical areas around the world, and 484 

its impact on the RWU process cannot be ignored. Improving the parameterization 485 



scheme of the RWU process in land surface models by taking the effect of low soil 486 

temperature stress into consideration helps to improve the simulation skill of the 487 

RWU, canopy transpiration, and energy fluxes of the land surface in land surface 488 

models. The land surface models are also a part of the earth system models, and thus 489 

their improvement can contribute to enhanced confidence in the simulation of global 490 

climate change. This study demonstrates that the low soil temperature stress can 491 

significantly impact the simulation of the surface energy fluxes, which is worthy of 492 

more detailed research and evaluation in future work. 493 

The uncertainty caused by various parameterization schemes in land surface models is 494 

pervasive in the simulation of land surface processes. In this study, the parameters of 495 

several low soil temperature stress functions are obtained empirically based on some 496 

observed data, which brings some uncertainty to the evaluation of the model results. 497 

However, the results of this paper also show that these empirical parameters are 498 

effective for characterizing the effects of low soil temperature stress in the land 499 

surface model. When this set of parameters is applied to the global simulation, it also 500 

has a good applicability between different vegetation types. This may be due to the 501 

fact that low soil temperature stress mainly occurs in middle and high latitudes, which 502 

limits the areas and vegetation types (mainly ENF and DBF) where low soil 503 

temperature stress functions may play a role. In future work, it is necessary to further 504 

optimize these empirical parameters, but this requires a large number of field 505 

observation data and a large number of model simulation testing work, because the 506 

observation of plant physiology and ecology is more difficult, and the 507 



representativeness of field observation data is also limited. However, with the 508 

amounts of satellite remote sensing data and field observation data increasing, more 509 

data can be used for the evaluation and optimization of land surface parameterization 510 

schemes. Based on further evaluation and optimization, the function of low soil 511 

temperature stress can be more accurate, and the parameters used can better reflect the 512 

characteristics of local vegetation.  513 
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Figure Captions: 704 

Figure 1. The location and the IGBP (International Geosphere-Biosphere Programme) 705 

type of the US-Ha1 site, the FI-Let site, and the FI-Hyy site.  706 

Figure 2. Observed climatological monthly averaged precipitation (bar) and 707 

temperature (line with the circle) at the US-Ha1 site (top), the FI-Let site (middle), 708 

and the FI-Hyy site (bottom).   709 

Figure 3. Simulated climatological daily averaged of air temperature (blue line, Tair) 710 

and root zone temperature (red line, Trootzone) in the control run at the US-Ha1 site 711 

(top), the FI-Let site (middle), and the FI-Hyy site (bottom). 712 

Figure 4. Comparison between observed and simulated mean half-hour values of 713 

latent and sensible heat fluxes during March, April, and May (MAM, a and b) and 714 

whole year (c and d) at the US-Ha1 site with four model simulations: S01 (black, 715 

control), S02 (blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle means 716 

observation values. The definition of model simulations is in Table 1.   717 

Figure 5. Comparison between observed and simulated mean half-hour values of 718 

latent and sensible heat fluxes during May, June, and July (MJJ, a and b) and whole 719 

year (c and d) at the FI-Let site with four model simulations: S01 (black, control), S02 720 

(blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle means observation 721 

values. The definition of model simulations is in Table 1.  722 

Figure 6. Comparison between observed and simulated mean half-hour values of 723 

latent and sensible heat fluxes during May, June, and July (MJJ, a and b) and whole 724 

year (c and d) at the FI-Hyy site with four model simulations: S01 (black, control), 725 

S02 (blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle means 726 

observation values. The definition of model simulations is in Table 1.  727 

Figure 7. Comparison between observed and simulated climatological daily averaged 728 

values of sensible (left) and latent (bottom) heat at the US-Ha1 site (a and b), the 729 

FI-Let site (c and d), and the FI-Hyy site (e and f) with four model simulations: S01 730 

(black, control), S02 (blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle 731 

means observation values. The definition of model simulations is in Table 1. 732 



Figure 8. The difference among the simulated monthly mean sensible (left) and latent 733 

(bottom) heat at the US-Ha1 site (a and b), the FI-Let site (c and d), and the FI-Hyy 734 

site (e and f) with four model simulations: S01 (black, control), S02 (blue, eT_DE), 735 

S03 (red, pT) and S04 (green, eT_SE). The circle means observation values. The 736 

definition of model simulations is in Table 1.  737 

Figure 9. Comparison between the observed and the simulated sensible (a, b, c, and d) 738 

and latent (e, f, g, and h) heat at the US-Ha1 site from four model simulations: S01 739 

(control), S02 (eT_DE), S03 (pT) and S04 (eT_SE). The solid black line represented 740 

the linear regression between the simulation and the observation. The definition of 741 

model simulations is in Table 1. 742 

Figure 10. Differences of 10 years mean seasonal latent heat (W/m
2
) between 743 

FLUXNET-MTE and the control run S01 in the Northern Hemisphere in two seasons: 744 

a and b for MAM and JJA (from the left column to the right column). And differences 745 

of 10 years mean seasonal latent heat between the control run and three sensitivity 746 

simulations: S02 (c and d), S03 (e and f), and S04 (g and h) in these two seasons. The 747 

definition of model simulations is in Table 1. 748 

Figure 11. Differences of 10 years mean seasonal latent heat (W/m
2
) between 749 

FLUXNET-MTE and the control run S01 in the Northern Hemisphere in two seasons: 750 

a and b for SON and DJF (from the left column to the right column). And differences 751 

of 10 years mean seasonal latent heat between the control run and three sensitivity 752 

simulations: S02 (c and d), S03 (e and f), and S04 (g and h) in these two seasons. The 753 

definition of model simulations is in Table 1. 754 

Figure 12. Differences of spatially averaged monthly latent heat (W/m
2
) between 755 

FLUXNET-MTE and four model simulations over North America and Siberia: S01 756 

(control), S02 (eT_DE), S03 (pT), and S04 (eT_SE). The definition of model 757 

simulations is in Table 1. 758 

  759 



Table Captions: 760 

Table 1. Definitions of the control simulation and sensitivity simulations. 761 

Table 2. Model performance for simulating sensible (Qh) and latent (Qle) heat 762 

indicated by the root mean square error (RMSE) and the agreement index (d) between 763 

the model results and the observed data at three FLUXNET sites. The simulations 764 

code (S01, S02, S03, and S04) is defined in Table 1. 765 

  766 



 767 

Figure 1. The location and the IGBP (International Geosphere-Biosphere Programme) 768 

type of the US-Ha1 site, the FI-Let site, and the FI-Hyy site.  769 

 770 

  771 



 772 

Figure 2. Observed climatological monthly averaged precipitation (bar) and 773 

temperature (line with the circle) at the US-Ha1 site (top), the FI-Let site (middle), 774 

and the FI-Hyy site (bottom).  775 

  776 



 777 

Figure 3. Simulated climatological daily averaged of air temperature (blue line, Tair) 778 

and root zone temperature (red line, Trootzone) in the control run at the US-Ha1 site 779 

(top), the FI-Let site (middle), and the FI-Hyy site (bottom). 780 

 781 

  782 



 783 

Figure 4. Comparison between observed and simulated mean half-hour values of 784 

latent and sensible heat fluxes during March, April, and May (MAM, a and b) and 785 

whole year (c and d) at the US-Ha1 site with four model simulations: S01 (black, 786 

control), S02 (blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle means 787 

observation values. The definition of model simulations is in Table 1.  788 
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 790 

Figure 5. Comparison between observed and simulated mean half-hour values of 791 

latent and sensible heat fluxes during May, June, and July (MJJ, a and b) and whole 792 

year (c and d) at the FI-Let site with four model simulations: S01 (black, control), S02 793 

(blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle means observation 794 

values. The definition of model simulations is in Table 1.  795 

 796 
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 798 

Figure 6. Comparison between observed and simulated mean half-hour values of 799 

latent and sensible heat fluxes during May, June, and July (MJJ, a and b) and whole 800 

year (c and d) at the FI-Hyy site with four model simulations: S01 (black, control), 801 

S02 (blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle means 802 

observation values. The definition of model simulations is in Table 1.  803 
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 806 

Figure 7. Comparison between observed and simulated climatological daily averaged 807 

values of sensible (left) and latent (bottom) heat at the US-Ha1 site (a and b), the 808 

FI-Let site (c and d), and the FI-Hyy site (e and f) with four model simulations: S01 809 

(black, control), S02 (blue, eT_DE), S03 (red, pT) and S04 (green, eT_SE). The circle 810 

means observation values. The definition of model simulations is in Table 1. 811 
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 813 

Figure 8. The difference among the simulated monthly mean sensible (left) and latent 814 

(bottom) heat at the US-Ha1 site (a and b), the FI-Let site (c and d), and the FI-Hyy 815 

site (e and f) with four model simulations: S01 (black, control), S02 (blue, eT_DE), 816 

S03 (red, pT) and S04 (green, eT_SE). The circle means observation values. The 817 

definition of model simulations is in Table 1. 818 
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 820 

Figure 9. Comparison between the observed and the simulated sensible (a, b, c and d) 821 

and latent (e, f, g, and h) heat at the US-Ha1 site from four model simulations: S01 822 

(control), S02 (eT_DE), S03 (pT) and S04 (eT_SE). The solid black line represented 823 

the linear regression between the simulation and the observation. The definition of 824 

model simulations is in Table 1. 825 



 826 

Figure 10. Differences of 10 years mean seasonal latent heat (W/m
2
) between 827 

FLUXNET-MTE and the control run S01 in the Northern Hemisphere in two seasons: 828 

a and b for MAM and JJA (from the left column to the right column). And differences 829 

of 10 years mean seasonal latent heat between the control run and three sensitivity 830 

simulations: S02 (c and d), S03 (e and f), and S04 (g and h) in these two seasons. The 831 

definition of model simulations is in Table 1. 832 

 833 



 834 

Figure 11. Differences of 10 years mean seasonal latent heat (W/m
2
) between 835 

FLUXNET-MTE and the control run S01 in the Northern Hemisphere in two seasons: 836 

a and b for SON and DJF (from the left column to the right column). And differences 837 

of 10 years mean seasonal latent heat between the control run and three sensitivity 838 

simulations: S02 (c and d), S03 (e and f), and S04 (g and h) in these two seasons. The 839 

definition of model simulations is in Table 1. 840 

 841 



 842 

Figure 12. Differences of spatially averaged monthly latent heat (W/m
2
) between 843 

FLUXNET-MTE and four model simulations over North America and Siberia: S01 844 

(control), S02 (eT_DE), S03 (pT), and S04 (eT_SE). The definition of model 845 

simulations is in Table 1. 846 

 847 

 848 
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Table 1. Definitions of the control and sensitive simulations. 850 

ID Simulation Full Name 

1 S01 Default 

2 S02 S01 + the double-exponential function (eT_DE) 

3 S03 S01 + the polynomial function (pT) 

4 S04 S01 + the single-exponential function (eT_SE) 
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Table 2. Model performance for simulating sensible (Qh) and latent (Qle) heat 852 

indicated by the root mean square error (RMSE) and the agreement index (d) between 853 

the model results and the observed data at three FLUXNET sites. The simulations 854 

code (S01, S02, S03, and S04) is defined in Table 1. 855 

 
Index Variable S01 S02 S03 S04 

US-Ha1 

MAM d Qh 0.82 0.89 0.89 0.88 

 
Qle 0.75 0.75 0.75 0.77 

RMSE Qh 100.72 83.2 83.18 86 

 
Qle 56.01 45.02 44.97 46.1 

Annual d Qh 0.83 0.88 0.88 0.88 

 
Qle 0.9 0.86 0.86 0.9 

RMSE Qh 71.57 66.52 66.55 64.71 

 
Qle 46.75 46.93 47.17 42.48 

FI-Let 

MJJ d Qh 0.83 0.86 0.86 0.84 

  Qle 0.84 0.86 0.86 0.84 

 RMSE Qh 33.10 30.15 30.67 31.99 

  Qle 25.25 21.77 22.19 23.69 

Annual d Qh 0.91 0.92 0.92 0.91 

  Qle 0.95 0.95 0.95 0.94 

 RMSE Qh 23.60 22.92 23.12 23.61 

  Qle 15.27 14.44 14.58 15.16 

FI-Hyy 

MJJ d Qh 0.81 0.91 0.90 0.91 

  Qle 0.72 0.84 0.83 0.82 

 RMSE Qh 28.47 20.83 21.49 20.80 

  Qle 28.67 17.67 18.88 19.05 

Annual d Qh 0.87 0.92 0.92 0.92 

  Qle 0.91 0.93 0.93 0.93 

 RMSE Qh 22.76 19.76 20.00 19.84 

  Qle 19.92 14.53 15.02 15.30 

 856 


