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Abstract30

The SEIS instrument package with the three very broad-band and three short period seismic sensors31

is installed on the surface on Mars as part of NASA’s InSight Discovery mission. When compared32

to terrestrial installations, SEIS is deployed in a very harsh wind and temperature environment that33

leads to inevitable degradation for the quality of the recorded data. One ubiquitous artifact in the raw34

data is an abundance of transient one-sided pulses often accompanied by high-frequency precursors.35

These pulses, which we term ”glitches”, can be modeled as the response of the instrument to a36

step in acceleration, while the precursors can be modeled as the response to a simultaneous step37

in displacement. We attribute the glitches primarily to SEIS-internal stress relaxations caused by38

the large temperature variations to which the instrument is exposed during a Martian day. Only a39

small fraction of glitches correspond to a motion of the SEIS package as a whole, and they are all40

due to minuscule instrument tilts. In this study, we focus on the analysis of the glitch+precursor41

phenomenon and present how these signals can be automatically detected and removed from SEIS’42

raw data. As glitches affect many standard seismological analysis methods such as receiver functions43

or spectral decomposition, we anticipate that studies of Martian seismicity as well as studies of the44

internal structure of Mars should benefit from deglitched seismic data.45

Plain Language Summary46

The SEIS instrument package with two fully equipped seismometers is installed on the surface of47

Mars as part of NASA’s InSight Discovery mission. When compared to terrestrial installations, SEIS48

is more exposed to wind and strong daily temperature changes that leads to inevitable degradation49

in the quality of the recorded data. Whilst we observe many types of transient noise caused by these50

conditions, there is one that occurs in abundance and has strong implications for the typical seismic51

data analysis. These signals, that we term ”glitches”, show in the recorded data as one-sided pulses52

with a duration depending on the response of the seismometer to the recorded acceleration. Glitches53

are furthermore often preceded by high-frequency precursors that last a few seconds. We show that54

glitches can be understood as step-like changes in the acceleration sensed by the seismometers and55

precursors as step-like changes in the displacement sensed by the seismometers. We attribute glitches56

primarily to SEIS-internal stress relaxations caused by the large temperature variations to which57

the instrument is exposed during a Martian day. Only a small fraction of glitches correspond to a58

motion of the SEIS instrument and they are all due to minuscule instrument tilts. In this study,59

we focus on the analysis of the glitch+precursor phenomenon and present how these signals can be60

automatically detected and removed from SEIS’ data. As glitches affect many standard seismological61

analysis methods, we anticipate that studies of Martian seismicity as well as studies of the internal62

structure of Mars should benefit from deglitched seismic data.63

1 Introduction64

InSight (Interior Exploration using Seismic Investigations, Geodesy and Heat Transport) landed65

successfully on Mars on November 26, 2018 (Sol 0). Since February 9, 2019 (Sol 73), InSight’s66

main scientific instrument SEIS (Seismic Experiment for Internal Structure) is recording seismic data67

in its operational configuration (Banerdt et al., 2020). The SEIS package (Lognonné et al., 2019),68

whose network and station code for the scientific data is XB.ELYSE, consists of two three-component69

seismometers; one being very broadband (VBB) with a corner period of 16 seconds, and one being70

short-period (SP) with a corner period of 35 seconds. Notwithstanding the corner periods, the noise71

floor of the two instruments is equivalent only above 4 Hz while it is about ∼30 dB lower for the VBB at72

frequencies of 0.1 Hz and less. The VBB is therefore the main instrument to detect distant Marsquakes,73

while the SP is used to cover the frequency range of ∼5–50 Hz for more detailed analysis of regional74

events and lander-induced signals. Both seismometers have non-orthogonal sensor orientations (Fig.75

1a,c). To date, all six seismic components as well as the acquisition system have functioned nominally,76

exceeded mission requirements, and delivered unprecedented seismic data from the surface of Mars77

(InSight Mars SEIS Data Service, 2019). In addition to seismic signals of natural and artificial78

origins, i.e. Marsquakes (Lognonné et al., 2020; Giardini et al., 2020; for Marsquake catalog see:79

InSight Marsquake Service, 2020) and records from the HP3-instrument hammering sessions (Spohn80

et al., 2018), respectively, these data show a variety of non-seismic signals whose origin is not always81

clear but under investigation. Amongst the most prominent and abundant types of these non-seismic82
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signals are what we termed a ”glitch”. Glitches influence many of the standard seismological methods83

such as receiver functions, polarization analyses and spectral decomposition and hence their correct84

treatment is of high importance. The present study focuses on the detection, analysis and removal of85

glitches and extends Supplement V of Lognonné et al. (2020).86

Glitches87

A glitch (Fig. 1b,d) is a particular type of transient instrumental self-noise that, in the raw time88

series data, appear as a high amplitude, one-sided pulse with a duration controlled by the respective89

seismometer’s transfer function. For the VBB sensors, which have 76% of critical damping, glitches90

have a fast rise time followed by an exponential decay with a small (∼9%) overshoot before, almost,91

returning to the baseline after ∼25 s. For the SP sensors, that are overdamped with 110% of critical92

damping, glitches have a similar rise time followed by a decay that takes the form of a near critically93

damped sinusoidal before, almost, returning to the baseline after ∼40 s. Glitches may also occur94

before a previous glitch has sufficiently decayed. The highest order of such ”poly-glitches” we observe95

to date is four. Glitches (and poly-glitches) can occur on all three VBB and all three SP sensors96

simultaneously but there are many examples where a glitch occurs on only one component. They97

occur at all times of the Martian day (sol, around 24h 40m) but are observed more frequently during98

the quiet parts in the early evening and night. This is due the decreased seismic noise level driven99

by diurnal wind and pressure variations. The largest glitches reach amplitudes of 1e−7ms−1 and100

more. We observe a few of these per sol, whilst for amplitudes of >1e−8ms−1 we can observe already101

hundreds per sol. Especially in the early evening, when the wind and pressure variations calmed, we102

observe a period with many consecutive glitches mostly of lower amplitude. We illustrate this period103

in Figure 2. Certain types of glitches can furthermore repeat over many consecutive sols and the104

same local time, thus indicating a driving process behind their production. In the frequency domain,105

glitches range from lowest frequencies up to almost 1 Hz, thus influencing analyses of seismic records,106

especially for longer periods. If glitches can be modeled with a step in acceleration, which is the107

working hypothesis of this study, then their spectrum is 1/f multiplied by the instrument response.108

Glitch Precursors109

Many glitches, furthermore, show a high-frequency signal at the very glitch beginning which lasts110

∼2 s. We refer to these initial oscillations as ”glitch precursors”. These precursors occur simulta-111

neously with the glitch onset for both VBB and SP (Fig. 1b,d). Glitch precursors do not represent112

artifacts caused by the on-board data decimation but instead, as we demonstrate, can be modeled as113

a response to a step in displacement. To facilitate the analysis of glitches and help deciphering their114

origins, we analyse these precursors as well.115

2 Glitch Detection116

To automatically detect glitches on SEIS’ VBB and SP raw data, several groups (MPS, ISAE,117

UCLA, IPGP) independently developed algorithms in the Python and MATLAB programming lan-118

guages. We describe these approaches in the following. The common detection idea, and working119

hypothesis of this study, is that glitches in the raw data represent steps in acceleration convolved with120

the seismometer’s instrument response. The lists of detected glitches for each method can be found121

in the Supplementary Information 1.122

2.1 Glitch Detection by Instrument Response Deconvolution (MPS)123

This detection algorithm, implemented in Python (Rossum, 1995) and ObsPy (Krischer et al.,124

2015; Beyreuther et al., 2010), performs the following processing steps on a given period of three-125

component seismic data (components U, V, W): (i) ensure all three seismic channels are present126

and cut to equal length, i.e. handle gaps and overlaps, (ii) decimate the data to two samples per127

second (sps), allowing all data per seismometer to be run with the same parameters, (iii) deconvolve128

the instrument response on each component and convert to acceleration, (iv) band-pass filter the129

acceleration data (e.g. 10-1000 s, 0.001-0.1 Hz), so the steps in acceleration emerge more clearly,130

(v) calculate the time derivative of the filtered acceleration data so the acceleration steps become131

impulse-like signals, and (vi) trigger positive and negative glitches when the absolute value of the132
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third derivative exceeds a constant. To avoid triggering on subsequent samples also exceeding the133

threshold but belonging to the same glitch, we introduce a window length in which no further glitch134

can be triggered. This parameter can be thought of as minimum glitch length. We note this parameter135

is smaller than the typical glitch length for VBB and SP, allowing our detection algorithm to detect136

poly-glitches.137

The above processing results in a list of glitch start times for each of the individual UVW-138

components. A glitch simultaneously occurring on multiple components is detected on each affected139

component but the respective start times may slightly differ. However, after modeling of the full140

glitch waveform (Section 4) we can retrospectively establish that such glitches occur at the same time141

to within milliseconds. This holds true for all multi-component glitches observed to date on either142

VBB or SP, also for data with the highest available sampling frequency of 100 Hz. Therefore, we143

unify the individual glitch start times across the UVW-components by searching for all glitch starts144

within minimum glitch length and use the earliest as the actual glitch start time. This unified list of145

glitch starts contains still many false-positive triggers that caused by non-glitches with a steep enough146

acceleration change to be triggered. This is because we choose to apply a constant threshold to the147

time derivative of the filtered acceleration, rather than a threshold based on the current seismic noise148

level that undergoes glaring diurnal changes dominated by meteorological influences (e.g. Banfield149

et al., 2020). Due to this constant threshold our algorithm falsely triggers on non-glitches especially150

during the noisy daytime. To circumvent this we rotate the gain-corrected UVW raw data of the151

glitch windows into the geographical reference frame (ZNE-components) and perform a 3-D principle152

component analysis (e.g. Scholz et al., 2017). Theoretically a glitch to be linearly polarized as the153

associated vector of acceleration change is not varying. This linear polarization can only be slightly154

reduced by seismic noise. Indeed, we find most glitches exhibit a high linear polarization >0.9, a fact155

that we use to discriminate against other triggered signals. The polarization analysis further allows156

to obtain the apparent glitch azimuth and incidence angle which can be used to associate glitches157

with a particular glitch source (Section 3). Visual inspection reveals the resulting glitch onsets are158

usually accurate to within ±1 s (e.g. green lines in Fig. 1b,d). We note that scheduled movements159

of InSight’s robotic arm may be identified as glitches, however, these movement times are known and160

occur during the Martian daytime when we detect relatively few glitches. At times we also detect161

convective vortices (e.g. Banfield et al., 2020) as they can produce glitch-like signals in the seismic162

data (Section 6.3).163

2.2 Glitch Detection by Cross-Correlation with Impulse Response Function (ISAE)164

The principle of this MATLAB-implemented detection algorithm is cross-correlation. It performs165

the following processing steps on a given period of three-component raw seismic data (components166

U, V, W for VBB, or 1, 2, 3 for SP in counts): (i) a synthetic glitch is constructed by convolving167

the poles and zeros of the transfer function of the VBB and SP sensors with a step in acceleration.168

To increase the temporal resolution to sub-sample range, we synthesise several glitches each with a169

different sub-sample time shift, (ii) the long period variations of the data are extracted using 1000 s170

low-pass filter for VBB and 4000 s low-pass filter for SP. These are then subtracted from the signal171

(and be added back at the end), before (iii) the synthetic glitch is cross-correlated with the data. A172

glitch detection is triggered for the maxima of the cross-correlation function that exceed a threshold173

a on a given component.174

Another step is added to prevent non-detection of glitches or false-positives, depending on the175

correlation threshold. For that, two thresholds are chosen: threshold a and threshold b, with a ≥176

b. The first step presented above (cross-correlation) is done for each component, with threshold a.177

Then, for each component, a second cross-correlation with threshold b is implemented. For the times178

of every maximum of cross-correlation exceeding threshold b, we come back to the glitches detected179

on the other components during the first step. If a glitch had indeed been detected at that specific180

time on another component, a new glitch is declared on the component under study. We can therefore181

detect small glitches, with low signal-to-noise ratio, when a strong glitch is detected at the same time182

on some other component. In addition, in order to be able to detect poly-glitches, a second iteration183

of the detection algorithm is performed after the glitches from the first iteration have been removed184

from the data.185
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2.3 Hierarchical Glitch Detection (UCLA)186

This MATLAB based method took into account that glitch amplitudes follow a power law dis-187

tribution with many more very small glitches than larger ones. Therefore the strategy was to remove188

the largest glitches first and repeat the process on the smaller ones in an iterative procedure. In189

this method the raw UVW VEL channel data are inspected for glitches and their precursors. The190

instrument response to a step in acceleration was termed ”Green’s function.” The 20 sps data were191

decimated to 2 sps and each channel was tested for correlation with the response function as follows.192

An inverse filter was designed that turned glitches into Gaussians so that each glitch represented one193

peak without the overshoot. An STA/LTA ratio was found using convolution of the data with box car194

functions. The absolute value of band-passed data was tested for peaks above the STA/LTA threshold.195

For the first iteration the STA/LTA (short time average / long time average) was set large to remove196

the largest glitches. The Green function was correlated with the data spanning a peak and if the197

correlation coefficient was above 0.95 the detection was registered. If multiple peaks occurred close198

together multiple Green functions were fit to the data using nonlinear least squares. The data was199

then cleaned by removing the glitches. The process was then repeated lowering the STA/LTA thresh-200

old=7, and the new glitches removed from the data. For the last iteration the STA/LTA threshold201

was set to 3 i.e., lowered again and the correlation threshold was also lowered to 0.8. This removed202

many of the small glitches. Our glitch detection is applicable to SEIS’ VBB and SP sensors in both203

low and high gain modes.204

2.4 Triple-Source based Glitch Detection (IPGP)205

Implemented in MATLAB, this glitch detection method processes mostly 2 sps continuous data206

and is therefore focused on long period continuous signals. It first removes the aseismic signals of each207

raw axis by subtracting the trend and the first 12 sol-harmonics (i.e., up to 1/12 sol period, about208

0.13 mHz in frequency). Then the three axes are equalized in digital units by convolving the V and209

W channels by the convolution ratio of the U/V and U/W transfer functions, in order to correct for210

the gain and transfer function differences between U, V and W. Note that this process also transforms211

an impulse response in time on V and W into an impulse response with the U transfer function. As212

the inversion (below) is a linear one, the glitch search and deglitching can then be done either on213

the U, V-corrected and W-corrected channels or on the Z, N, E rotated channels, with practically no214

differences for the inverted glitches, although the variances are of course different on U, V, W and Z,215

N, E.216

The glitch detection is done first by identifying all extrema in the signal and then, for all found217

extrema, least-square testing for the occurrence of a glitch using a modeled glitch. To model a glitch,218

we convolve a step in acceleration not only for one sample (as all other methods) but for three219

consecutive samples. As we have equalized all components beforehand, we only use the poles and220

zeros of the U-component for this step. Continuity of the signal is forced at the beginning and at the221

end of the glitch window by Lagrangian multipliers (Lagrange, 1813). The signal is then considered a222

glitch when the variance residual after glitch removal is less than 1–2 % of the original data squared223

energy over a running window of 50 s, starting 5 s before the glitch center. After the glitch removal, a224

delta impulse is then searched around the glitch time and removed if associated with a 50 % variance225

reduction of the signal in a window of width ±3 s. Glitches and precursor amplitudes are inverted on226

the three axes. We use these amplitudes to calculate dip, azimuth and amplitudes of the precursors227

that we use to potentially located glitch source (Section 6.1). An average of about 170 glitches per228

sol is found for 1 % of variance residual and about 100 glitches per sol for 0.5 % of variance residual.229

For the former case, about 40 % are detected on the three components while the other are on single230

VBB components. As this approach is detecting the glitch through the success of the functions’ fit231

with data, glitch removal is a sub-product of the method.232

2.5 Performance of Glitch Detection Algorithms233

A 24 hours comparison of our glitch detection algorithms is illustrated Figure 2. The detection234

threshold for some methods was set low in order to examine differences in the detections close to the235

ambient seismic noise levels. For example, ISAE and UCLA used a correlation coefficient threshold of236

0.8 which opens the possibility that some of the detections may be noise. Approximately 250 detections237

were made by UCLA and IPGP, and 140 by MPS and ISAE, however, the latter two detected less238
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glitches during the noise daytime. Figure 2a shows the 73 glitches that were common to all 4 groups,239

which correspond to those with the largest amplitude. Table 1 shows the number of detected glitches240

common to pairs of groups. The non-common glitches are plotted color-coded according to each241

group. A zoomed-in section (Fig. 2b) reveals that the various criteria detect mutually exclusive242

glitches as the noise level is approached. We note that the MarsQuakeService (MQS, Clinton et al.,243

2018) continuously monitors InSight’s seismic data to detect and catalogue seismic events (InSight244

Marsquake Service, 2020). As part of their routine they manually seek and annotate glitches with245

principal focus on time windows of seismic events. Our detection methods generally compare well246

with these manual annotations both in amount and onsets of glitches, especially for larger ones.247

Table 1. Common glitch detections between group pairs for July 1 2019, sol 211. Based on data of 02.BHV

(VBB at 20 sps). Note that all algorithms equally detect the largest 73 glitches.

GROUP MPS ISAE IPGP

ISAE 94

IPGP 102 95

UCLA 105 100 121

3 Glitch Analysis248

Our working hypothesis is that glitches in SEIS’ time series data represent sudden steps in the249

sensed acceleration convolved with the instrument response of the respective seismometer, either VBB250

or SP. We can use that assumption to constrain the physical mechanism that led to the glitch. When251

interpreted as an inertial acceleration ẍ(t) of the seismometer frame, a step in acceleration translates252

to a unlimited linear increase of velocity. This of course becomes quickly non-physical and can be253

ruled out because it implied that SEIS by now would have left its landing location. On the other hand,254

accelerometers like the VBB or SP are also sensitive to changes in gravity. One way this can occur255

is by tilting the instrument, thus causing a change of projection of the local gravity vector onto the256

directions of the sensitive sensor axes. For small tilt angles α, this translates into a first order effect257

for the horizontal components (∼sin(α) ≈ α) but only a second order effect for the vertical component258

(∼ [1 − cos(α)] ≈ α2/2). The vector sum of acceleration changes in U, V and W due to a tilt of the259

SEIS sensor assembly (including the leveling system) must therefore point in the horizontal direction.260

This is true for both SP and VBB. Any other direction cannot be explained by a rigid motion of261

SEIS and must be due to instrumental artifacts. These can be internal tilt of one VBB sensor with262

respect to the others, spring relaxation of any sensor, or even offsets in the electrical voltage of the263

displacement transducers which cannot be distinguished from mechanical offsets of the latter.264

It is useful at this point to recall the sign convention for accelerometers: a positive output signal265

corresponds to a positive acceleration of the frame in the sensitive direction, not the direction in which266

the proof mass moved. The proof mass – due to its inertia – lags behind the motion of the frame. It267

follows that if one analyses the apparent glitch azimuth and incidence angles under consideration of268

the actual sensor orientations and arguments above, as well as the behaviour of these angles over time,269

one can draw conclusions on possible glitch origins. The analysis of apparent glitch polarizations is270

therefore our method of choice.271

The determination of the apparent glitch azimuth and incidence angles is implemented in our272

glitch detection algorithm (Section 2.1). As described, once a glitch onset is detected, the algorithm273

uses the raw data of the three components of the seismometer the glitch occurred on (either VBB274

or SP), divides by the respective sensor gains, rotates the data into the geographical reference frame275

(ZNE-components) and performs a 3-D principle component analysis (e.g. Scholz et al., 2017). To276

resolve the 180◦ ambiguity inherent to that method, we used the fact that glitches have a clear277

one-sided pulse (1b,d); a glitch of positive polarity on the N-component is associated with a step in278

acceleration acting in this direction, its respective azimuth is therefore ≈0◦ (assuming there is no glitch279

on the E-component). The same consideration holds true for a glitch showing on the (reconstructed)280

vertical component.281
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Based on our glitch detection algorithm presented in Section 2.1, Figures 3–5 demonstrate the282

polarization analysis of the VBB and SP glitches. The plots incorporate two VBB channels 02.BH?283

and 03.BH? (20 sps and 10 sps, respectively), and two SP channels 67.SH? and 68.SH? (20 sps and 10284

sps sample rate, respectively). These are the channels that, depending on the actual satellite down-285

link capacities, are continuously returned to earth. For more detailed information on available SEIS286

channels, see Lognonné et al. (2019). Besides some minor data gaps in this continuous operation,287

there is a large period with no data return between sols 267–288. This is due to the solar conjunction288

period where Earth-Mars communications were obscured by the sun as consequence of their relative289

orbital positions. With respect to the Local Mean Solar Time (LMST, local InSight time, e.g. Allison290

& McEwen, 2000), the polarization patterns prevail over many sols and we discuss some of them291

in the following to understand the glitch behaviour in more detail. First, we demonstrate that our292

polarization analysis is correct and explain why the results are not intuitive for certain cases for VBB293

and SP. We then discuss glitches occurring on only one VBB or SP component before building our294

arguments for multi-component glitches. We conclude this section by looking at glitches that occurred295

simultaneously on VBB and SP. Note that all details concerning the SEIS sensor assembly can be296

found in Lognonné et al. (2019).297

3.1 Theoretical Considerations for apparent Glitch Polarizations298

The glitch polarization describes the direction (azimuth and inclination) in which the SEIS sensor299

assembly is accelerated in order to produce the observed glitch signal on the three sensors U, V and W300

of VBB and SP, respectively. Thus, irrespective of analyzing a one-component or a multi-component301

glitch, we map the non-orthogonal UVW-components (Fig 1ac) into the orthogonal ZNE-components302

before computing azimuth and inclination. For a one-component glitch the non-orthogonality of the303

VBB components leads to the non-intuitive result that the azimuth differs slightly from the azimuth304

of the affected sensor while the incidence angle of the same one-component glitch differs by ∼ 12◦305

from the sensor’s dip angle. We demonstrate this relation in the following.306

Projecting the seismometer components from the orthogonal basis vectors Z (positive up), N307

(positive North), and E (positive East) onto the arbitrarily oriented basis of UVW, we must start308

with the following linear system of equations:309

 U
V
W

 =

 − sin(δU ) cos(δU ) cos(φU ) cos(δU ) sin(φU )
− sin(δV ) cos(δV ) cos(φV ) cos(δV ) sin(φV )
− sin(δW ) cos(δW ) cos(φW ) cos(δW ) sin(φW )


︸ ︷︷ ︸

A

·

 Z
N
E

 , (1)

where A represents the base transformation matrix, δi the sensor dip of sensor i, and φi the sensor310

azimuth of sensor i clockwise from N. Note that sensor dips are defined as positive downwards from311

the horizontal plane (e.g. Ahern et al., 2012). To reconstruct data recorded in the UVW-system into312

the ZNE-system, we must use the inverse operation:313

 Z
N
E

 = A−1 ·

 U
V
W

 , (2)

with A−1 the inverse matrix of A. If we now consider a glitch that occurred only on VBB U with an314

amplitude U = 1 (V = 0,W = 0), insert those values into Equation 2, and use the following equations315

to determine the apparent glitch azimuth defined clock-wise from N, AZ, and apparent glitch incidence316

defined from Z, INC, it follows:317

AZ = atan2 (E,N) = atan2 (A−1
31 , A

−1
21 )

INC = acos

(
〈[Z, 0, 0]

T
, [Z,N,E]

T 〉
‖ [Z, 0, 0]

T ‖ · ‖ [Z,N,E]
T ‖

)
= acos

 A−1
11√

(A−1
11 )2 + (A−1

21 )2 + (A−1
31 )2

 .
(3)
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We can calculate the inverse matrix elements A−1
j1 with the known VBB U sensor azimuth and dip318

φU = 135.1◦ and δU = −29.7◦, respectively, and find:319

AZ = 134.6◦ 6= 135.1◦ = φU

INC = 48.5◦ 6= 60.3◦ = 90.0◦ + δU .
(4)

Therefore, the apparent azimuth and incidence angles of a one-component VBB glitch will not320

point in the direction parallel to the sensitive direction of the affected VBB sensor. Instead, the321

vector spanned is parallel to the vector cross-product of the remaining two components that do not322

show the glitch. Due to the similar arrangement of all VBB’s sensors, with azimuths of φU = 135.1◦,323

φV = 15.0◦ and φW = 255.0◦, and dips of δU = −29.7◦, δV = −29.2◦ and δU = −29.4◦ (see Fig. 1a),324

the case demonstrated for VBB U holds true for VBB V and VBB W, too. Therefore for all VBB325

components, a one-component glitch polarization analysis will deliver azimuth angles (almost) parallel326

to the sensor azimuths and hence be intuitive, whilst incidence angles will be INC ∼ 48◦/132◦ as327

opposed to the sensor incidences of 90.0◦ + δi ≈ 60◦ (or 120◦). For multi-component VBB glitches328

similar considerations disclose the calculated azimuths will also be intuitive, however, for a two-329

component glitch the incidence must be INC ' 30.0◦–150◦ (within a plane orthogonal to the third330

component), whilst for a three-component glitch the incidence can range the whole parameter space331

of INC = 0◦–180◦. It follows immediately that any VBB glitch for which we observe an INC < 30◦332

or INC > 150◦ must, necessarily, affect all three VBB components.333

Doing the same exercise for SP, with azimuths of φU = 285.0◦, φV = 105.2◦ and φW = 345.3◦,334

and dips of δU = −89.9◦, δV = 0.0◦ and δU = 0.0◦ (see Fig. 1c), one finds that for SP U (Z)335

the azimuth and incidence angles will follow one’s intuition closely and be 0◦ and 0◦, respectively.336

For the horizontal components SP V and SP W the case is different: a SP V glitch will reveal an337

incidence angle of INC = 89.9◦–90.1◦ as expected, but an azimuth of AZ ∼ 075◦/255◦, which is338

not intuitive given its sensor azimuth of φV = 105.2◦. Similarly for SP W, the incidence angle339

will be INC = 89.9◦–90.1◦ but the azimuth AZ ∼ 015◦/195◦, as opposed to the sensor azimuth of340

φV = 345.2◦. A direct consequence is that any SP glitch pointing parallel to the SP V or SP W341

sensor azimuths must be in fact a multi-component SP glitch. For multi-component SP glitches, we342

did not detect any glitches that occur on the vertical SP U component in combination with either one343

or two of the horizontal components SP V and SP W. That is, the only multi-component SP glitches344

are two-component glitches on SP V and SP W. Multi-component SP glitches are therefore always345

oriented in the horizontal plane.346

The message from these theoretical considerations is that our glitch polarization analysis will347

deliver azimuths and incidence angles that correctly incorporate the non-orthogonality of VBB and348

SP; the vectors spanned by these angles point into the only physically possible directions for a given349

one-, two- or three-component glitch. On the other hand, for the interpretations of these angles, it350

must be born in mind that VBB incidence angles may carry counter-intuitive information, whilst351

SP azimuth angles for one-component glitches will not align with the respective sensor azimuths but352

diverge by ∼ 30◦. We have started this section by stating that the glitch polarisation points in the353

direction in which SEIS has to be accelerated in order to produce the observed output. However, for354

glitches which are not associated with an acceleration of the entire sensor assembly (i.e. no tilt of the355

whole SEIS instrument) the adopted convention needs to be used with caution - particularly given356

the non-orthogonality of the sensors. Still we feel that the concept of glitch polarization is useful.357

At this stage we also note that whilst the poles and zeros of the seismometer responses are well358

determined, the same does not apply fully for the generator constants (gains). In the worst case they359

may differ up to 10% from the absolute values known by pre-mission tests. To convince ourselves360

of the correctness of determined glitch azimuths and incidences with respect to these constants we361

conducted a test: we took the raw data of one- and multi-component glitches of different amplitudes362

and divided the respective components by their gains that we allowed to vary each by up to ±10%.363

For each permutation, we then rotated into the ZNE-system and performed the polarization analysis.364

For VBB, we find that glitch azimuths and incidences generally stay within ±5◦ and ±4◦, respectively.365

For SP, we find that glitch azimuths and incidences generally stay within ±3◦ and ±1◦, respectively,366

the latter of which is because SP multi-component glitches occur only on the horizontal components.367

All these values are smaller than the typical errors of polarization measurements and we can therefore368

assume the resulting glitch patterns to be reliable.369

–8–



manuscript submitted to JGR: Planets

3.2 Glitches on only one seismometer component370

For VBB, amplitudes of one-component glitches are usually <1e−7ms−1 and are thus not amongst371

the largest ones observed. Furthermore, a glitch occurring on only one single component cannot be372

interpreted as the SEIS instrument tilting. Such a glitch would necessarily have an incidence angle373

of INC ∼ 48◦/132◦ (see Section 3.1) whilst the only possible direction of acceleration change would374

point (nearly) in the horizontal plane for a true SEIS tilt. We hence conclude that a VBB one-375

component glitch can only be related to instrumental artifacts such as (but not limited to) thermally376

driven stress relaxations in the suspension spring or pivot, displacement of one of the fixed plates of377

the displacement transducer, voltage offsets in the individual feedback electronics, or tilting of the378

individual sensor within the SEIS frame. Figure 3a,b shows the VBB one-component glitches. For379

most identifiable patterns we find their behaviour clearly changed either when the SEIS heaters were380

turned on (these are mounted on the leveling ring, see Lognonné et al., 2019) on sol 168 (2019-05-19),381

or after the solar conjunction period in which the heaters were off and the SEIS instrument cooled382

down. This plus the fact these glitch patterns emerge due to their recurrence with respect to the local383

time, i.e. repetitively at the same time of the sol, leads us to conclude that they are indeed thermally384

driven. What we suspect is that the enormous Martian surface temperature changes, that can reach385

up 100◦C each sol, introduce stresses into the material – possibly within the Evacuated Container386

(EC, ”sphere”). Even though the temperatures inside SEIS do not vary as much as outside, the387

stresses grow and are released once at a critical temperature is reached, thereby producing a glitch.388

When the heaters are on, the SEIS’ thermal regime exhibits essentially higher temperatures and, in389

second order, lower diurnal amplitudes and thermal spatial gradients. This contributes to minimize390

thermal stresses in this complex assembly, thus diminishing or at least altering glitch production. We391

demonstrate heater-related glitch behaviour in more detail in the next section for multi-component392

glitches. We have no good explanation why we observe so many more glitches on VBB W compared393

to the other two VBB components, especially after the conjunction period during which the SEIS394

heater were off. Only after ∼100 sols the number of one-component glitches (mostly constitutes by395

glitches on VBB W) return to the pre-conjunction level (Fig. 3b).396

For SP, a glitch occurring on only one single component could potentially be interpreted as the397

SEIS instrument tilting if the glitch shows one of the two horizontal components, SP V (2) or SP398

W (3). The tilt direction must furthermore be orthogonal to the other horizontal component so399

the glitch could only be seen on one component. More plausible than being caused by SEIS tilt we400

think is that these glitches are also thermally driven. Figure 3c demonstrates that the horizontal401

one-component SP glitches change their behaviour / occurrence with heater activation. For SP U,402

oriented almost vertically, a one-component glitch cannot be explained by instrument tilt because it403

does not point in the horizontal plane. These glitches therefore must relate to effects on the sensor404

level. Interestingly, Figure 3d demonstrates that SP U glitches that occur during the morning hours,405

i.e. when the environment becomes warmer, point upwards whilst during the evening/night hours,406

i.e. during the cooling cycle, the glitches point downwards. We interpret this behaviour as further407

evidence for the thermally driven nature of one-component glitches. Glitches occurring on the SP U408

and on the (reconstructed) VBB Z in contrast support a non-mechanical origin, possibly related to409

voltage offsets on the displacement transducers lines.410

3.3 Glitches on multiple seismometer components411

The multi-component glitches for VBB and SP are illustrated in Figure 4. Especially for VBB,412

for which we generally detect more glitches, clear patterns emerge over the period of 2019. We discuss413

five of these patterns in the following.414

We observe a clear glitch pattern with associated acceleration change pointing towards North415

(blue dots, pattern 1). These three-component glitches are often accompanied by glitch precursors416

and occur around 1800 LMST and thus when the local temperatures start dropping. The incidence417

angles are ∼ 90◦ (in the horizontal plane) and hence may represent the SEIS instrument tilting. For418

this glitch pattern, however, we observe an additional 4.2 Hz ringing in some cases for the duration419

of the glitch, something not expected for an unhindered SEIS tilt. This occasional ringing could420

be related to other short duration data artefacts we observe mostly in data with higher sampling421

frequencies (>20 sps). We termed these data artifacts ”donks” and they are still under investigation.422

Therefore for the glitches of pattern 1, we currently favour the possibility that they are produced423
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due to the temperature decrease of the tether and/or Load Shunt Assembly (LSA), both located at424

azimuths ∼ 15◦ and connecting SEIS with the InSight lander, contract and produce these glitches.425

This argument is supported by the fact that the heater activation on sol 168 (2019-05-19) seemed to426

have no significant effect on these glitches (Fig. 4c), bearing in mind that the heaters are located427

within SEIS and the LSA/tether is not. Furthermore, the largest of these VBB glitches (amplitudes428

larger than 1e−7ms−1) are also observed on SP with agreeing glitch azimuths and incidence angles429

(Fig. 5), and the same 4.2 Hz ringing. It therefore could be concluded that this glitch pattern is430

indeed due the SEIS instrument tilting, caused by cooling effects of the tether and/or LSA that also431

cause the 4.2 Hz ringing. On the other hand, the glitch azimuths of pattern 1 average to ∼ 0◦ and not432

∼ 15◦ where the LSA/tether are located. Furthermore, the acceleration changes associated with these433

glitches point northward and hence suggest SEIS tilting southward, something difficult to reconcile434

with e.g. the contracting tether ”pulling” SEIS. One may therefore suspect not the tether itself as435

possible glitch cause but instead its connection with SEIS . Interestingly, there is another glitch pattern436

(green dots, pattern 2) with similar features: azimuths pointing consistently south (instead of north),437

incidence angles are ∼ 90◦, often preceding glitch precursors, occurrence ∼1000 LMST (instead of438

1800), occasional 4.2 Hz ringing during the glitch, no significant effect of heater activation on glitch439

amount, and the largest amongst them also visible on SP with coinciding azimuths and incidence440

angles (Fig. 5). This pattern could represent the counter-part to pattern 1; in the warming cycle of441

the day the glitch cause reverses.442

The glitches with azimuths ∼ 240◦ occurring around 2100 LMST (pink dots, pattern 3) show443

clear indications of being thermally driven. These three-component glitches with accompanying glitch444

precursors, that are not seen on SP, appear just after SEIS heater activation whilst before they were445

absent. Their consistent incidence angles of ∼ 100◦ prohibit their interpretation of SEIS tilting but446

instead point towards a thermal effect acting on all VBB sensors. After the conjunction period, during447

which the heaters were off, they do not immediately reappear with the heater re-activation but only448

∼30 sols later together with azimuths being more variable. We noted such conjunction-delayed be-449

haviour (before the pre-conjunction state is reached again) already for VBB’s one-component glitches450

(Fig. 3a,b). However, it is also readily visible for other multi-component patterns during the night451

time (red and pinks dots at azimuths of ∼ 40◦). For these reasons, such glitch patterns are likely to452

represent SEIS-internal, thermal effects. This is further supported by the glitch histogram in Figure453

4e that clearly shows reduced glitches for the night time (many fewer red dots) just after heater ac-454

tivation. We note that there is a similar pattern on SP at azimuths of ∼ 350◦ (red dots) that occurs455

at the same times as the corresponding VBB one.456

Another prominent VBB multi-component glitch pattern occurs in the early sol-hours with az-457

imuths mostly due East (yellow to orange dots, pattern 4). These three-component glitches with458

accompanying glitch precursors, that are not seen on SP, happen during the diurnal cooling cycle.459

Although there seems to be no obvious influence by the heater activation (or re-activation after con-460

junction), with increasing sols they occur at earlier hours. This plus the fact that their incidence461

angles exclude a rigid tilt of the SEIS instrument lets us conclude that for this group, too, thermal462

effects are the primary glitch cause.463

There is another thermally-driven glitch pattern that appears on both VBB and SP in the early464

morning (yellow-orange-red dots, pattern 5), which again leads to glitches on the vertical VBB com-465

ponent. It is discussed in detail in the next Section 3.4.466

Patterns 3, 4 and 5 are therefore all associated with non-horizontal incidence angles suggesting467

that the three VBB sensors are not detecting an overall instrument tilt. Instead, each of the three468

VBBs detects a different tilt that consequently leads to the non-zero glitch on the vertical axis. The469

VBB sensors are mounted on a titanium plate inside the Evacuated Container (EC) through three470

mounting bolts oriented at azimuths of 105◦ (IF1), 225◦ (IF2) and 345◦ (IF3). So, the first one is471

pointing roughly due east, while the two other ones point due west and are symmetrically to one472

another with respect to the West. This configuration produces colder temperatures on the east side473

during the night than on the west side (and the opposite during the day), with larger gradients between474

IF1-IF2 or IF1-IF3 than between IF2-IF3. This is likely the primary source of these thermal glitch475

patterns. We note that the temperatures between the inside and outside of the EC are out of phase476

with the outside being ahead by about 7-9 hours (Pou et al., 2019).477
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3.4 Glitches on both VBB and SP478

Figure 5 shows all glitches that occurred within ±2 seconds on both VBB and SP. From these479

638 glitches, 118 glitches reveal the same azimuths to within ±10◦. Most of the glitches on VBB and480

SP that match in azimuth were discussed already in the previous Section 3.3 (green and blue dots,481

parts of patterns 1 and 2). As we pointed out, these glitches show incidence angles of ∼ 90◦ for both482

VBB and SP and therefore could signify the whole SEIS instrument tilting.483

The most prominent glitch pattern in Figure 5 is the one at azimuths of ∼ 145◦ for VBB and484

∼ 110◦ for SP (yellow-orange-red dots, pattern 5). From the beginning of SEIS’ operational mode,485

these relatively strong glitches occurred once every morning with persistent glitch azimuths throughout486

2019. Between sols 80–167, so before SEIS’ heater activation, their onset times shift each sol by on487

average 4 Martian minutes (∼ 2% longer than SI minutes). This can be interpreted as the glitches488

occurring at a critical temperature during the cooling cycle that is reached earlier every sol as the489

Northern hemisphere (where InSight is) is entering the colder season. When the heaters were turned490

on, leading to SEIS being in a thermally mitigated state, the glitches continued drifting towards earlier491

times but now with an average rate of less than 2 minutes per sol. After the conjunction period, during492

which the heaters were turned off, we observe the same as for many other glitch patterns; a more diffuse493

signature of the glitch azimuths and incidence angles that seem to return to pre-conjunction states494

only ∼100 sols later. Also, the onsets time now drift towards later times (red to yellow) each sol which495

interestingly coincides with the fact that the Martian solstice occurred just after the conjunction on496

sol 308. For this pattern as a whole, we were able to clearly identify the critical temperature around497

which the glitches occur. As Figure 4d,f demonstrates, the glitch onset times strikingly follow the498

iso-temperature curve at −54◦C for both VBB and SP. In addition for VBB, there are more patterns499

with similar behaviour for which we could find the critical temperatures; these correspond to pattern500

3 (red and pink dots, Section 3.3). All this evidence once more supports the fact that most glitches501

are thermally caused. Note that the temperature sensor we used here is scientific temperature sensor502

A (SCIT A, channel 03.VKI), located at the northern, inner side of leveling support structure. The503

temperatures measured at this sensor can also occur elsewhere in the SEIS assembly at the same504

time.505

4 Glitch Removal506

Once a glitch, and its precursor if present, have been detected the waveforms are modeled as a507

linear combination of three constituents: (1) the glitch: the response of the seismometer to a step in508

acceleration, (2) the precursor: the response of the seismometer to a step in displacement and (3) the509

background drift: a first or second order polynomial. The two responses can be modeled from the510

pole and zero of their transfer function. Only the amplitudes and the precise timing of the source511

(which might be between two recorded samples) are to be inverted with such model.512

The MPS group models a glitch waveform for each detected glitch using three parameters: an513

amplitude scaling factor, an offset, and a linear trend parameter. To find the best fit within a respective514

glitch time window, the model is iterated over each sample (no sub-sample implementation) and the515

best fit for the three parameters is determined. The deglitched data then is obtained by subtracting516

the fitted glitch without the offset and linear trend parameters from the original data. To prevent our517

method from removing data where the fit is not good enough, i.e. the model is fitted to data that518

are in fact not glitches or fitted to glitches that cannot fully be represented by our model of a step519

in acceleration, we correct glitches only for which we can achieve a variance reduction of > 85% with520

respect to the overall glitch window. We find this threshold to generally permit the removal of all521

large glitches whilst small glitches are also removed if their waveforms represent that of the underlying522

model well. This method delivers comparable results for all sampling frequencies. An example of this523

glitch removal is shown in Figure 6.524

Two groups (ISAE and UCLA) have been carrying out glitch removal on 10/20 sps data with the525

UCLA group adding precursor removal, which is the approach we describe here. Glitch and precursor526

templates were fit to the glitches and precursors, respectively, using non-linear least squares (NLSQ).527

Because of the delta-like shape of the precursor over one or two sample intervals, the starting model528

must find the location to within a fraction of a sample interval (0.05 s). Glitches are easier to fit than529

precursors, being low frequency, and requirements on the starting model are less stringent. Precursors530
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are much smaller in 2 sps data relative to glitch sizes. Thus 2 sps data were used to generate a glitch531

catalog (see Section 2).532

The starting parameters from the 2 sps fits were then used to fit glitches in the 20 sps data533

and residuals were calculated. The residuals were examined for the presence of a precursor in the534

data before the glitch peak, by requiring its amplitude to be greater than 5 standard deviations of535

the residuals after the peak. If true, an iterative forward model was run by shifting the phase of the536

precursor template about the corresponding peak in the residuals (in steps of sample interval/10), and537

finding the amplitude and phase of maximum cross correlation. The NLSQ was run again with both538

precursor and glitch templates, and the result checked whether cross-correlation of data and model539

are above a threshold, and if so, the results are stored. At this stage, for poly-glitches (one on top of540

another) we search for the precursor at the beginning of the sequence. This may need to be improved541

in future versions. Even though a number of precursors have been removed, there are residuals and542

transients that remain.543

Figure 7a shows an example for glitch removal (ISAE) and glitch plus precursor removal (UCLA)544

from the VBB W channel for sol 211. Atmospheric pressure effects, most notably convective vortices545

(Section 6.3), can also introduce signals in the seismic data. We find that transients in the time-546

derivative of the pressure channel (03.BDO) match, at times, closely with the glitch template. Using547

the largest of these examples, we determined a transfer function, T , between the data of VBB and548

P . This allowed us via correlation analysis to detect whether the glitch-like signal on seismic data is549

caused by pressure effects and thus should not be removed by deglitching from the data.550

The IPGP group inverts three consecutive sources for the glitch which allows not only to invert551

for multi-component glitches occurring within these 3 samples but also to invert for the phase delay552

through finite-difference approximation of the first and second time derivative. This linear approach553

allows the inversion to provide identical results in the U, V, W coordinates or in the Z, N, E coordinates,554

as the rotation between the two coordinates systems is a linear relation. Conversely, the three other555

methods, through their non-linear part of the inversion or through the cross-correlation phase fitting,556

have built-in small reasons to provide different solutions depending on the coordinate systems. A557

comparison of spectrograms before and after deglitching using this method is shown in Figure 7b,c.558

In the end, all the proposed deglitching methods are nevertheless based on the same impulse559

response model and mostly differ by their threshold below which a glitch is removed or not. No560

general rule on that threshold can be provided, as it depends on the data processing target. As an561

example, the three methods assuming strictly a single glitch (MPS, ISAE, UCLA) and the three-point562

source method (IPGP) provide similar deglitching for the large glitches occurring during the cooling563

periods and during the night. More freedom is available for fitting longer source duration glitches564

during the day by the three-point sources technique, although some of the latter may represent the565

real response of SEIS to a small pressure drop (see Section 6.3) which can generate nano-tilts. At566

the same time, while many precursors are fitted by the templates, there are a significant number that567

have quite different morphology, longer ringing, or longer-period transient behavior. These are the568

subject of ongoing work.569

We also point out that we have discontinued our deglitching efforts using the stationary wavelet570

transform as described in the Supplement V of Lognonné et al. (2020). Whilst this approach provided571

promising and correct results for a fair amount of cases (as far as one can tell), there is no underlying,572

physical model involved and the implicit data ’correction’ therefore seemed too arbitrary. For many573

cases this approach further introduced DC-offsets in the deglitched data whose amplitudes and lengths574

depended on the length of data read (and therefore maximum decomposition level); an artifact that575

we could never manage to fully avoid.576

5 Glitch Model577

Throughout this paper we have assumed that glitches can be understood as steps in acceleration578

and glitch precursors as steps in displacement. This model allowed us to successfully detect, analyse579

and remove one- and multi-component glitches for both VBB and SP. In the following we detail the580

theoretical considerations behind this simplified model.581
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Let us assume glitches are caused by a small instantaneous tilt. By instantaneous we mean that582

the time history of the tilting is so short that it cannot be resolved with any given sampling frequency583

available to us (maximum 100 sps). We are thus allowed to idealize any step in time by a Heaviside584

function. Physically such short instantaneous events can for example be the result of stick-slip events.585

The small tilt is assumed to be the result of a rotation around a horizontal axis, ~a. Recall that586

the VBB is a pendulum seismometer where the (inverted) pendulum is constrained to rotate around587

a horizontal axis, ~b. The sensitive direction, ~s, of the pendulum is perpendicular to the ~b axis and is588

inclined relative to the horizontal plane by a dip angle of δ = −29.3◦. Let us also assume for simplicity589

that all the mass of the pendulum is concentrated in its center of gravity (CoG) - which would be the590

case for a mathematical pendulum.591

Now we can distinguish five cases which differ by the location of the accelerometer relative to the592

tilt axis, ~a:593

(1) the two axes ~a and ~b are parallel and ~a passes through CoG: in this case the accelerometer594

gets only reoriented relative to the gravity vector but the CoG stays in place.595

(2) the two axes are parallel and ~a does not pass through CoG but is at the same height as the596

CoG: in this case the accelerometer gets displaced vertically and reoriented relative to the gravity597

vector. However this reorientation is negligible because it is only a second order effect.598

(3) the two axes are parallel and ~a does not pass through CoG. Furthermore a line parallel to599

~s passing through CG intersects with ~a. In this case the accelerometer gets displaced vertically and600

reoriented. However the displacement is in the direction perpendicular to the sensitive axis and hence601

is not seen by the accelerometer. Only the reorientation is sensed.602

(4) For all other locations of the rotation axis ~a for which ~a and ~b are parallel the accelerometer603

will see both a displacement and a reorientation relative to the gravity vector.604

(5) For the general case where ~a and ~b are not parallel the same arguments can be made but the605

effect sensed for a given tilt angle will always be reduced relative to the case with parallel axes ~a and606

~b since the tilting is reduced.607

As soon as the accelerometer gets reoriented relative to the gravity vector we expect to see the608

response due to a step in acceleration, because the projection of the gravity vector into the sensitive609

direction is changed. In those cases where the accelerometer gets displaced we expect to see the610

response due to a step in displacement. The five cases then only differ in the relative size of the611

displacement and tilting.612

What do these signals look like? In Figure 6 we have plotted the response of the VBB sensors to613

a step in acceleration and the response to a step in displacement (red lines). To model the instrument614

response we take the full seed response and evaluate it with evalresp – a piece of software provided615

by the IRIS/DMC. Figure 6 also demonstrates how we can use the modelled glitch and precursors to616

remove them from the data.617

Can these signals explain the data? As Figure 6 also demonstrates, the modeled responses have618

been shifted in time and scaled to match the data. The fit is excellent both for the low-frequency619

glitch and the high-frequency precursor. We take this as confirmation that our simple model is620

capable of explaining the glitch waveform with four parameters: start-time and amplitude of the step621

in acceleration plus the start-time and amplitude of the step in displacement. In fact we could show622

that the start times of the acceleration and displacement steps coincide to the millisecond – which is623

what our model predicts. Thus we only need three parameters: the start time and the amplitudes624

in displacement and acceleration. Determining the start time requires an excellent calibration of the625

high frequency part of the sensors transfer functions, as well as high sampling rate. While deglitching626

on the 20 sps data is therefore much more precise and has been done for two of the described methods,627

the deglitching on lower rate data, e.g. 10 sps (UCLA) or even 2 sps (IPGP) can be achieved, including628

for the precursor amplitude, however, with the signal-to-noise ratio reduced by the frequency ratio of629

the bandwidth. Fitting the precursor plus glitch with these three parameters implies determining the630

start time to sub-sample resolution. We provide a more mathematical description of our model for631

the glitch plus precursors phenomenon in the Supplementary Information 2.632
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6 Discussion633

In the following we briefly discuss other aspects of glitches and precursors that we encountered634

during our investigations. This section shall therefore complement our understanding of glitches and635

detail some more implications.636

6.1 Possibly locating SEIS-internal tilts637

Our glitch model presented in Section 5 is valid for rotations of the sensor assembly as a whole638

(e.g. caused by a change at one foot of the sensor assembly), for just the VBB sensors (e.g. caused639

by stick-slip events originating at the sphere-ring interface, i.e. between the Evacuated Container640

and the leveling support structure), but also for an individual sensor (e.g. caused by stick-slip events641

originating at the sensor-support interface or at the fixed side of the pivot or spring). Each of these642

cases implies a different value of r: the distance between VBB U to the sensor assembly feet at 16 or643

21 cm (Fayon et al., 2018), or the distance from the sensor’s center of gravity to its pivot with 2.6 cm644

(Lognonné et al., 2019).645

We illustrate this geometry with the glitch example of Figure 6 and recall the glitch and precursor646

characteristics in Table 2. This glitch has a vertical component and can therefore not represent the647

SEIS instrument tilting as a whole. The azimuth of the glitch opposite (opposite of acceleration)648

and of the precursor (displacement) are 219◦ and 228◦, respectively. These values average 223.5◦,649

which is quite close to one of the plate’s mounting bolts IF2, located at 225◦. The opposite signs650

of the glitch amplitudes of VBB V and VBB W suggests a deformation relatively symmetrical with651

respect to the IF2 azimuth, while the low amplitude glitch on VBB U suggests the latter to be much652

reduced between the two other IFs. This glitch is therefore compatible with a radial deformation of653

the mounting bolts IF2. Further analysis on the impact of the thermo-elastic stresses in the VBB654

sphere and the resultant glitch generation will however be demonstrated in a future publication.655

Table 2. Glitch example from Figure 6: calculated amplitude and geometry parameters.

Component Glitch amplitude Precursor amplitude Tilt Apparent radius r
(nm/s2) (nm) (nrad) (m)

U 1.48 0.58 -0.46 -1.270

V 179.37 -2.44 -55.4 0.044

W -258.7 3.03 80.0 0.038

During the night very small but also large rotation radii are found, likely resulting from internal656

sphere deformation triggered by thermal effects, as discussed previously. During the day however, the657

rotation radii of the glitches are more stable and in the range 10–30 cm, suggesting an external source658

and therefore rigid tilt of SEIS, likely generated by the atmospheric activity.659

6.2 Loading with Arm660

The InSight mission includes the Heatflow and Physical Properties Probe (HP3, Spohn et al.,661

2018) that includes a probe (the ”mole”) intended to hammer itself 3-5 m into the regolith. The mole662

has had difficulty getting started, and so the lander’s Instrument Deployment Arm (IDA) has been663

pressed into service to help. On several occasions, the IDA has pushed down on either the regolith or664

the mole itself. When the IDA pushes down, it induces an elastic response in the regolith, deforming665

the surface into a funnel shape, inducing a tilt at the seismometer about 1.2 m away. This tilt of about666

70 nrad is clearly observable on both the SP and VBB sensors in Figure 9 as steps in the horizontal667

accelerations.668

In this example, at the start of the command sequence the IDA was pushing down lightly on the669

mole, and was given four commands: 1) move up to get off the mole, 2) move horizontally in mid-air,670

3) move down to just above the mole, and 4) move down to reload the mole with a downward force.671

We see in the seismometer data the first move up and the resulting tilt up to the NE. The arm672

resonates after it loses contact with the mole, and we see that as the 4 Hz ringing in the seismometer673
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data. The seismometer does not have a significant response to the horizontal move. Then on the674

third move, it appears that the IDA actually touched the mole while stopping and then rebounded675

and resonated while hovering in mid-air just above the mole. Finally the IDA moves down to load676

the mole and we see a tilt down to the NE at the seismometer.677

We also see several glitches that happen at the same time as the IDA motions. One of the tell-tale678

signs of a glitch is when we observe an offset in acceleration in the vertical component. Note that a679

tilt and a glitch can have the same signature in acceleration for the horizontal components. Another680

indication of a glitch in this case is that the BHE-component shows steps of the same sign for both681

the unloading and loading. Two of the glitches appear to involve the whole sensor assembly as they682

are seen on both the VBB and SP. Other glitches seem to be limited to one or more components of683

the VBB.684

6.3 Atmospheric Pressure685

Pressure effects such as convective vortices (”pressure drops” or ”dust devils”, e.g. Lorenz et al.,686

2015; Kenda et al., 2017, turbulence in the atmospheric planetary boundary layer (Murdoch et al.,687

2017; Banfield et al., 2020), gravity waves (Spiga et al., 2018; Garcia et al., 2020) and acoustic waves688

(Martire et al., under review in this issue) are generating signals on SEIS components from 0.5 mHz689

up to about 2 Hz. Among these pressure related perturbations, convective vortices are generating the690

largest physical signals observed on SEIS. Their dominant period, as observed by SEIS, can be close691

to the one of the glitches depending on their size, distance to SEIS and wind speed (Murdoch et al.,692

under review in this issue). These strong signals are observed on horizontal SEIS components due to693

effects like ground tilt and therefore are good candidates to be detected as glitches.694

7 Conclusions695

We have developed a possible model for the generation of glitches and their associated high-696

frequency precursors that occur simultaneously with the glitch onset. In this model, glitches represent697

steps in the acceleration sensed by the individual sensors convolved with the instrument responses698

whilst glitch precursors represent steps in the displacement sensed by the individual sensors convolved699

with the instrument responses. We use our model to develop different algorithms for the glitch700

detection that are all able to identify most of the high amplitude glitches for both the VBB and701

SP seismometers (Section 2, Fig. 2). Based on our model we furthermore demonstrate that most702

glitches are thermally-driven (Section 3, Figs. 3–5). Such glitches likely represent SEIS-internal tilts703

that differ across the individual sensors and hence produce glitches on the vertical components, an704

observation that cannot be reconciled with a tilt of the SEIS package. Only a small fraction of all705

observed glitches can be explained by the whole SEIS instrument physically tilting. We illustrate706

these two cases of glitch production in Figure 8. The removal of glitches and precursors, based on our707

model, has proven successful in many cases for both seismometers (Section 4, Figs. 6–7). Of course,708

there remain glitches and precursors especially of smaller amplitudes that we can not sufficiently well709

fit and therefore confidently remove. Nevertheless, our model for the generation of glitches and their710

associated precursors has proven successful and users of InSight’s seismic data should therefore benefit711

from deglitching the data following our considerations presented in this study.712

As no glitch removal algorithm can warrant a perfect clean-up of all glitches and their precursors,713

we decided to not provide a deglitched time series of all available data. Instead, we have assembled our714

algorithms for glitch detection (Section 2), glitch polarization analysis (Section 3) and glitch removal715

(Section 4) into one Python / ObsPy toolbox. The package also holds MatLab scripts to perform716

glitch detection and removal tasks as presented. Its link is: https://pss-gitlab.math.univ-paris717

-diderot.fr/data-processing-wg/seisglitch. Documentation is available. Together with this718

code we also provide deglitched data for a selection of seismic events.719
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Figure 1. Sensitive directions (red arrows) of the two three-component seismometers that are part of the

SEIS package; a) VBB, c) SP. Blue vectors are the pairwise vector cross-products of the sensor directions for

the VBBs and SPs, respectively. Since the sensitive axes of the instruments are not orthogonal, the cross

products of two sensors do not coincide with the sensitive direction of the third component (see Section 3.1 for

details and values of sensor orientations). Multi-component glitch example at 2019-12-16T09:30:19 (sol 374)

occurring on both b) VBB, and d) SP. Green lines refer to detected glitch onset after deconvolution method

(Section 2.1). Note there is no glitch visible on SP U and SP V. The glitch precursors (inlays) are visible on

all six seismic components, however much less on SP.
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Figure 2. a) Comparison between glitches detected on July 1 2019 (sol 211) by our four sub-groups: MPS,

ISAE, IPGP, and UCLA. White circles are common glitches for all groups. Color coded symbols correspond

to glitches for the different groups that are not common to all. Those common to sub-groups are plotted on

top of each other and so the last plotted is shown. b) Zoomed-in section showing that as the threshold for

declaring a glitch, either in terms of signal-to-noise or correlation with the template, is lowered, results differ

markedly, and some possible candidate glitches may have been missed.
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Figure 3. One-component glitches for VBB and SP as detected by one of our detection algorithms (MPS)

for 2019: a) VBB one-component glitches. The azimuths align with the VBB components. Incidence angles

are as expected INC ∼ 48◦/132◦ (not shown, see text for details), b) histogram of a). Note the rate change of

glitches after heater activation (sol 168) and conjunction (sols 267–288), the latter mostly caused by VBB W,

c) SP one-component glitches for the horizontal components SP V and SP W, and d) one-component glitches

for (almost) vertical SP U component. Color code refers to local mean solar time (LMST, in hours) of glitch

onsets.
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Figure 4. Multi-component glitches for VBB and SP as detected by one of our detection algorithms (MPS)

for 2019: a) VBB glitch azimuths. Marked are the five most prominent patterns (see text for details). Note

only the incidence angles for patterns 1 and 2 point into the horizontal plane (not shown, see text for details),

b) VBB glitch incidence angles, generally pointing in the horizontal plane for patterns 1 and 2 but not for the

other patterns, c) histogram of a) and b). Note the rate change of night time glitches after heater activation

(sol 168), d) SP glitch azimuths. Pattern 5, that also occurs on the VBBs, is marked. The blue dots mostly

refer to false glitch detections caused by HP3-hammering sessions and InSight’s robotic arm movements, e)

SP glitch incidence angles, demonstrating that multi-component SP glitches occur only among the horizontal

SP V and SP W components. Color code refers to local mean solar time (LMST, in hours) of glitch onsets.
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Figure 5. a,d) Glitches in 2019 that occurred simultaneously on VBB and SP. Glitch azimuths agree for

patterns 1 and 2 but not for pattern 5. Color code refers to local mean solar time (LMST, in hours) of glitch

onsets, b,e) example of our polarization analysis of the same glitch for VBB and SP, c,f) normalised glitch

amplitudes as a function of sols over hours of sol (different detection method than in sub-plots a-d). Note how

the SCIT A (scientific temperature sensor A, channel 03.VKI) iso-curve at −54◦C matches the glitches that

to correspond to pattern 5, thus supporting thermal causes as primary glitch generators for this pattern.
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Figure 6. Automated glitch removal for VBB at work: a) we fitted the glitches (blue lines) with the

nominal VBB responses to a step in acceleration (red lines). The deglitched data (black lines) were obtained

by subtracting only the scaled version of the synthetic glitches, i.e. without offset and linear trend parameters,

from the original data. b) high-frequency precursors (red lines) were modeled with the nominal VBB responses

to a step in displacement and fitted to the deglitched data of a) (blue lines). Note that our glitch model allows

to fit both the glitch and the glitch precursors very well, even if small mismatches remain.

–24–



manuscript submitted to JGR: Planets

Figure 7. a) Raw time series data for 2019-07-01 (sol 211) of the time-derivative of pressure channel 03.BDO

(10 sps), VBB 02.BHW data cleaned from glitches (ISAE) and cleaned from glitches+precursors (UCLA), and

original VBB 02.BHW raw data. The large transient seen in the pressure data at ∼15:00 LMST survives the

cleaning as it has the morphology of the derivative of the glitch template. A number of the precursors have

been removed but not all, and other transients remain that are not explained in the glitch-precursor-pressure

framework, b,c) comparison of spectrograms in the 0.005–1 Hz (1–200 s) bandwidth from before (left) and

after (right) deglitching using the IPGP-method: Note that the spectrograms show the VBB N-component,

so the UVW data were first deglitched and then rotated to ZNE for the spectrogram calculations.

PHILIPPE: With the exception of a few glitches not removed due to their significant difference with the

proposed model, those removed allow a cleaning of the spectrogram down to 0.05 Hz. Note that in several cases,

glitches are associated with a burst of long-period energy, which suggest glitch triggering by this background,

as described in the next section.
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Figure 8. Simplified sketch of a cross-section through the instrument package SEIS showing only one VBB

sensor: a) SEIS-internal tilt α caused e.g. by the plate that supports the VBB sensors bending (grey line

and orange area). Each VBB sensor (only one illustrated) may see a different tilt, all together combining to

yield a non-zero glitch on the (reconstructed) vertical component (INC 6= 90◦). We suspect such effects to

be the primary reason for thermally-caused multi-component glitches such as shown in patterns 3–5 (Fig. 4).

b) SEIS tilt α, corresponding to a true, rigid motion of the whole instrument. Our analysis suggests that the

minority of glitches, e.g. patterns 1–2 (Fig. 4), are caused by this scenario. Note that in both cases the VBB

sensors may experience a tilt and a displacement (see text for details). Similar considerations apply for the

SP sensors that are not shown but mounted on the leveling system support structure (Fayon et al., 2018). For

a more detailed and accurate illustration of the SEIS sensor assembly, see Lognonné et al. (2019). δ: VBB

sensor dip ∼ −30◦.
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Figure 9. VBB and SP data during Instrument Deployment Arm (IDA) pushing on the HP3-Mole. The

arm started the sequence while pushing down on the Mole. The arm motions are described in the text. Likely

glitches are identified with red ellipses in the Z, N, E plots on the left for VBB (top) and SP (bottom). On

the right, 20 seconds of the raw U, V, W components (in counts, instrument response not removed) for the

first, third, and fourth moves are shown. On many of them, the canonical displacement spike followed by the

tilt signature is present.
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Supplementary Information809

• SI1: Lists of glitches detected by the different methods810

• SI2: Mathematical description of glitch plus precursor origins811
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