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Abstract14

We present an analysis of the magnetospheric response to the two Coronal Mass Ejec-15

tion (CME) impacts which led to the destruction of 38 out of 49 Starlink satellites in early16

February 2022. We employ the Expanding-Contracting Polar Cap model to analyse the17

variation in the size of the ionospheric polar caps and thereby quantify the Universal Time18

(UT) effect of the diurnal motions of the geomagnetic poles in a geocentric frame of ref-19

erence. The results show that use of quasi-steady convection model predicts a very sim-20

ilar global power deposition into the thermosphere as that inferred here, but does not21

give the same division of that power between the northern and southern hemispheres.22

We demonstrate that, through the combined effects of the Russell-McPherron dipole-23

tilt mechanism on solar-wind magnetosphere coupling and of the diurnal polar cap mo-24

tions in a geocentric frame, the power deposited varies significantly with the arrival UT25

of the CMEs at Earth. We show that in the events of early February 2022, both CMEs26

arrived at almost the optimum UT to cause maximum thermospheric heating.27

Plain Language Summary28

In early February 2022, 38 out of 49 Starlink satellites burned up in Earth’s atmo-29

sphere because two Coronal Mass Ejections emitted from the Sun hit the Earth and had30

a larger heating effect on the upper atmosphere than expected. Using recent understand-31

ing of how Earth’s magnetic field responds to such impacts, we show that the heating32

in the southern polar cap dominated after the first impact and initially during the sec-33

ond impact but then moved to the northern hemisphere. We show that the effect would34

have been less severe had the CMEs arrived either earlier or later than they did.35

1 Introduction36

1.1 The events of 3-4 February, 202237

The impact of two Coronal Mass Ejections (CMEs) on Earth’s magnetosphere on38

3 and 4 February 2022 caused the loss of 38 of 49 recently-launched SpaceX Starlink satel-39

lites due to enhanced upper atmosphere density during the resulting geomagnetic storm.40

(Hapgood et al., 2022; Fang et al., 2022; Kataoka et al., 2022; Tsurutani et al., 2022; Y. Zhang41

et al., 2022; Dang et al., 2022). The full financial cost of this space weather event is not42

known but has been estimated to be upward of $20m for the lost satellites and $30m for43

the wasted launch capacity. A surprising element of this event is that the causal geomag-44

netic disturbance was moderately large but not extreme. The global geomagnetic activ-45

ity Kp index reached a value of 5+ after the impact of each CME, a value exceeded 3.5%46

of the time since production of the Kp index began in 1932 (Bartels et al., 1939; Bar-47

tels, 1949). This level meant that the event was classified as a minor storm according48

to the scale used by NOAA’s Space Weather Prediction Centre (SWPC). The 3-hourly49

global am geomagnetic index (Mayaud, 1972) indicates a slightly rarer event, reaching50

84nT after both CMEs - a level that is exceeded 2% of the time since the am index data51

series began in January 1959.52

On 3 February 2022, at 18:13 UTC, the Starlink satellites had been launched by53

a SpaceX Falcon 9 rocket from NASA’s Kennedy Space Center in Florida into an orbit54

with perigee of 210 km. This was the 36th in a series of such launches since May 2019.55

However the geomagnetic storm, which at the time of launch had just begun, subsequently56

raised the density of the atmosphere, increasing the drag on the satellites and induced57

re-entry before the planned deployment of electric thrusters could raise all but 11 of them58

to an operational orbit at altitude near 500 km. Consequently, 38 of the 49 satellites burnt59

up in the atmosphere on 7 February. SpaceX has responded to the loss by changing its60

launch procedures: the subsequent Starlink launch on 21 February used a higher initial61

orbit at 300 km altitude, but carried only 46 instead of 49 satellites. It should be noted62
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that SpaceX’s adoption of a low initial orbit is good and responsible strategy: if a satel-63

lite fails initial checks it can be readily de-orbited from such a low altitude and so does64

not add to the accumulation of space junk. However, it is a strategy that places the satel-65

lites at risk from space weather-driven changes in atmospheric drag, which is what hap-66

pened to the ill-fated satellites launched on 3 February. The event clearly demonstrates67

one of several reasons why it is important to link responsible procedures to minimise space68

junk with space weather forecasting (Hapgood et al., 2022).69

Several recent papers have studied the science behind this event. Fang et al. (2022)70

have looked at the CMEs causing the event, their propagation from Sun to Earth and71

their forecasting using the standard tools of a 3-dimensional MHD model of the helio-72

sphere, based on solar magnetograph data, with a CME “cone model”, which is inserted73

based on coronograph images of the event eruptions. It appears from this analysis that74

forecasts used by the SpaceX launch team underestimated the scale of thermospheric heat-75

ing, and consequent density rises at the initial satellite orbit, that the event caused. For76

example, the standard empirical NRLMSISE-00 model (Picone et al., 2002) predicts a77

rise of only about 5% in neutral density at 210 km. Limb observations during the event78

indicate that the actual rise at 210 km was between 11% and 18% on the dusk side of79

the low-latitude Earth and 40% to 59% on the the dawn side (Y. Zhang et al., 2022).80

Dang et al. (2022) predict somewhat smaller rises in thermospheric densities than some81

other studies but show that the integrated effect on the satellites was still enough to cause82

re-entry from 210 km altitude. On the other hand, Kataoka et al. (2022) suggest the heat-83

ing effect was greater and more widespread and the study by Tsurutani et al. (2022) of84

orbit changes from other satellites, such as Swarm, suggests the thermospheric density85

changes were large and the Starlink satellite orbits did not decay as fast as this would86

predict because they had been partially lifted from their initial orbit.87

The thermospheric modelling by Dang et al. (2022) used the National Center for88

Atmospheric Research (NCAR) Thermosphere Ionosphere Electrodynamics General Cir-89

culation Model (TIEGCM), a three-dimensional, self-consistent, physical model of the90

coupled ionosphere-thermosphere system (Richmond et al., 1992). For very quiet times91

particle precipitation seems to dominate magnetospheric energy deposition in the ionosphere-92

thermosphere system; however, for small storms, the Joule heating by the ionospheric93

E-region Pedersen currents associated with F-region convection (X. Zhang et al., 2005;94

Kalafatoglu et al., 2018) is slightly larger than that due to particle precipitation, and for95

large storms Joule heating is dominant (Wilson et al., 2006; Robinson & Zanetti, 2021;96

Hajra et al., 2022). To define the Joule heating input to the coupled thermosphere-ionosphere97

model, Dang et al. (2022) employed the empirical convection and Joule heating model98

of Weimer (2005) which uses the prevailing solar wind and IMF conditions and assumes99

a steady-state response of the magnetosphere with only directly-driven energy deposi-100

tion.101

1.2 Polar cap Expansion and Contraction and Universal Time effects102

In this paper, we look at the magnetospheric behaviour during the February 2022103

events. In general, some of the energy extracted from the solar wind by the magneto-104

sphere is directly deposited in the polar upper atmosphere by currents and precipitat-105

ing particles, whereas a second component is stored in the geomagnetic tail and deposited106

after a delay (Baker et al., 1997; Shukhtina et al., 2005; Blockx et al., 2009; Liu et al.,107

2018). The energy is largely stored as magnetic energy of open flux in the tail and so108

the cycle of energy storage and release is reflected in the open flux, FPC . However, FPC109

is not a perfect indicator of energy stored because the lobe magnetic energy density is110

proportional to the square of the magnetic field in the lobe, which can be increased in111

the near-Earth tail for a given FPC by the squeezing effect of enhanced solar wind dy-112

namic pressure (Caan et al., 1973; Lockwood, McWilliams, et al., 2020; Lockwood, Owens,113

Barnard, Watt, et al., 2020). Nevertheless, because the ionospheric field Bi is effectively114
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constant, changes in the area of the region of ionospheric open flux (here termed the po-115

lar cap), APC = FPC/Bi, indicate the energy storage in, and release from, the tail. The116

next section discusses the Expanding-Contracting Polar Cap (ECPC) model and how117

the expansion and contraction of the polar cap relates to ionospheric F-region convec-118

tion voltages (Cowley & Lockwood, 1992; Lockwood & Cowley, 2022), and the associ-119

ated E-region Pedersen currents and hence energy dissipation in the ionosphere and ther-120

mosphere by Joule heating. By using the ECPC model, in which the open flux rises and121

falls, we separate the energy deposition by the directly-driven system from that by the122

storage-release system, whereas if steady state is assumed (i.e., with constant FPC) there123

is only directly-driven power dissipation and one is ignoring the existence of the storage-124

release system. There is not room here to review the literature on the relative impor-125

tance of directly-driven and storage-release energy deposition in the ionosphere and ther-126

mosphere; however, we can say that both observations and global MHD modelling show127

that the storage-release system is certainly not negligible, is often dominant and cannot128

be ignored (Shukhtina et al., 2005; Blockx et al., 2009; Liu et al., 2018).129

Another factor that we also investigate in the present paper is the effect on cycles130

of energy storage and dissipation of motions of the magnetic poles in any geocentric frame131

of reference, caused by Earth’s rotation (Lockwood et al., 2021). These introduce Uni-132

versal Time (UT) variations which are close to being in antiphase in the two hemispheres133

and which are larger in the southern hemisphere because the offset of the magnetic and134

rotational poles is greater. An often-discussed potential effect of pole motions on energy135

deposition is that of ionospheric conductivity variations. Enhanced conductivity, gen-136

erated by solar EUV illumination, peaks when the polar cap is tipped towards the Sun137

whereas the pole-motion voltage effect peaks six hours earlier when the pole is tipping138

towards the Sun at its fastest rate. For the February period studied here, calculations139

of the mean conductivity in the northern polar cap and auroral ovals show almost no vari-140

ation with UT as almost all of those regions is on the nightside (solar zenith angles, χ >141

100◦) all of the time. On the other hand, there is a considerable quasi-sinusoidal UT vari-142

ation in conductivity for the southern polar cap and auroral oval as most of those regions143

is subjected to diurnal variations in zenith angles χ below 90◦ that induce major con-144

ductivity changes (Ridley et al., 2004).145

However, there are a number of points that need to be considered about effects of146

variations in this solar-EUV-induced conductivity in the polar cap and auroral oval. Much147

of the energy dissipation during geomagnetic storms takes place in the auroral ovals, caused148

by the Pedersen currents that connect the Region 1 and Region 2 field-aligned currents149

and where conductivity is dominated by auroral precipitation rather than being gener-150

ated by solar EUV (Carter et al., 2020). This greatly reduces the significance of the so-151

lar EUV generated conductivity to energy deposition during geomagnetic storms. In ad-152

dition, UT effects are introduced into heating rates by the neutral wind velocity (Cai et153

al., 2014; Billett et al., 2018), but we note that regular diurnal effects due to neutral winds154

are less clear in disturbed times when the convection pattern is changing faster than the155

neutral wind can respond.156

There is also a need to be consistent when evaluating the roles of ionospheric con-157

ductivity and flux transport, a need that is imposed by Maxwell’s equation ∇·B = 0.158

The point being that this fundamental equation of electromagnetism (the non-existence159

of magnetic monopoles) demands that the open flux in the two hemispheres must be iden-160

tical because it is generated and lost by magnetic reconnections which effect both hemi-161

spheres. In addition, when averaged over sufficient time, the antisunward magnetic flux162

transport rate of open flux in both ionospheric polar caps (i.e, the transpolar voltages)163

must be the same as that of the parts of the open field lines that are in interplanetary164

space. The latter cannot be influenced by ionospheric conductivity because the antisun-165

ward flow there is supersonic and super-Alfvénic. The same is true for most of the tail166

magnetosheath (Li et al., 2020). Several numerical simulations show that increased po-167
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lar cap conductivity reduces transpolar voltages (e.g., Borovsky et al., 2009). This is ex-168

pected as field-perpendicular conductivities (both Hall and Pedersen) arise from colli-169

sions between ions and electrons and neutral atoms and ion-neutral collisions also give170

frictional drag on the motion of F-region plasma and frozen-in magnetic field (Ridley et171

al., 2004). As discussed by Tanaka (2007) and (for an isolated flux tube) by Southwood172

(1987), this is the “line-tying” concept introduced by Atkinson (1967, 1978) to explain173

the origin of field-aligned currents and how they transfer momentum and energy down174

into the ionosphere. Because the interplanetary segments of open field lines, outside the175

bow shock in the “Stern gap”, and indeed in the tail magnetosheath, are flowing super-176

sonically and super-Alfvénically away from the ionospheric polar cap that they are con-177

nected to, they can have no information about the state of the ionosphere and so are not178

influenced in any way by the slowing of their field line footpoints. Hence the reduction179

in transpolar voltage associated with enhanced polar cap conductivity must give induc-180

tion effects in the field of the relevant tail lobe between the ionosphere and the tail mag-181

netopause and hence a rise in the energy stored in that field. This means that enhanced182

conductivity is really influencing the balance between energy stored in the tail (and later183

released) and energy directly deposited in the ionosphere. Some (we will define it to be184

a fraction fL) of the energy stored by the inductive field changes that decouple the iono-185

spheric transpolar voltage and the Stern gap voltage, may be in in the tail antisunward186

of the reconnection X-line in the cross-tail current sheet that closes open flux: this part187

of the stored energy will be lost to the near-Earth magnetosphere and the ionosphere188

and returned to the solar wind. On the other hand, the remainder (a fraction 1−fL)189

of the energy stored by the inductive field changes will be sunward of the tail reconnec-190

tion X-line and that stored energy is deposited by Joule and particle heating via the storage-191

release system and in the ECPC, associated with the nightside reconnection voltage.192

Because the resistance to motion of open field lines is in the ionosphere, almost all193

of any induced field changes and extra energy storage will be in the near-Earth magne-194

tosphere and fL will be very small. This means that if transpolar voltage in a given po-195

lar cap is reduced by enhanced polar cap conductivity (resulting in the associated directly-196

driven directly driven energy deposition in the ionosphere and thermosphere being re-197

duced), after a short delay (typically a substorm growth duration) the lost energy is de-198

posited by the flows and associated Joule heating accompanying the enhanced nightside199

reconnection as part of the storage-release system. Hence “saturation” effects associated200

with enhanced ionospheric conductivity which limit the transpolar voltage and Joule dis-201

sipation (X. Zhang et al., 2005) do not cause a reduction in total flux transport seen in202

the ionosphere, but they do spread it out over a longer time interval via the storage/release203

system and this will have a corresponding effect on the variation in Joule heating. Hence204

if we were to include modulation of the directly-driven transpolar voltage by ionospheric205

EUV-generated conductivity effects, we would also need to modulate the storage-release206

system in an appropriate way which requires knowledge of the tail lobe field changes.207

In theory, this can be achieved using a full global MHD model of the magnetosphere,208

but here we do not include EUV-induced conductivity effects on transpolar voltage in209

the summer (southern) hemisphere because to modulate the directly-driven system with-210

out including a matching modulation of the storage-release system would be an incon-211

sistent analysis. In addition, we argue that for the dominant energy deposition in the212

auroral oval, conductivity induced by particle precipitation dominates over that due to213

solar EUV photoionization.214

2 Theory and Methods215

2.1 Polar cap Expansion and Contraction216

Two key parameters in the analysis presented in this paper are the dawn-dusk di-217

ameters of the ionospheric polar caps, dPC , and the voltage placed across them by the218
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solar wind flow, the transpolar voltage, ΦPC (also referred to as the cross-cap potential219

drop and synonymous with the polar cap flux transport rate). We investigate the vari-220

ation of both using the Expanding-Contracting Polar Cap (ECPC) model (Cowley & Lock-221

wood, 1992; Lockwood & Cowley, 2022). Continuity of open flux is the core equation of222

the ECPC model and is equivalent to Faraday’s law (in integral form) applied to the open-223

closed field line boundary:224

dFPC/dt = ΦD − ΦN (1)

where FPC is the magnetospheric open flux, ΦD is the reconnection voltage in the225

dayside magnetopause (the rate of production of open flux) and ΦN is the reconnection226

voltage in the nightside, cross-tail current sheet (the rate of loss of open flux).227

We here adopt the major simplifying assumption that the ionospheric open-flux po-228

lar caps remain circular. This is certainly not valid all of the time, particularly for strongly229

and prolonged northward IMF when FPC is well below its average value of about 0.4GWb.230

In such cases, a “horse-collar” auroral form is often seen, indicating a teardrop-shaped231

open flux region (Hones et al., 1989; Elphinstone et al., 1993; Imber et al., 2006; Milan232

et al., 2020; Bower et al., 2022; Wang et al., 2022). Nevertheless, the assumption of a233

circular polar cap has been successfully used many times with the ECPC model (e.g.,234

Lockwood et al., 1990; Milan et al., 2017), including an analysis of a full year of data (Milan235

et al., 2021) and has two major advantages for the present study. Firstly the transpo-236

lar voltage is given by (Lockwood, 1991; Connor et al., 2014; Milan et al., 2017, 2021)237

ΦPC = (ΦD +ΦN )/2 + ΦV (2)

where ΦV is the sum of the voltages induced by all viscous-like (non-reconnection)238

mechanisms. Secondly this assumption allows us to relate the flux FPC and diameter239

dPC of the polar cap. We use Equation 4 of Milan et al. (2021) which they employ to240

derive the open flux FPC by integration of the vertical ionospheric field Bi inside the po-241

lar cap from the latitude of the region 1 field-aligned currents using a model geomag-242

netic field with an offset of the circular polar cap centre towards the nightside of 4◦ . These243

authors find the values FPC are insensitive to this offset in the range 1◦ -10◦. We remove244

the latitudinal offset of ∆Λ = 4◦ between the open-closed boundary and the region 1 cur-245

rents that Milan et al. employed and express the latitudinal radius in terms of the open246

flux polar cap diameter, an arc length, dPC at an altitude of 400km:247

FPC = (3.259×10−5)d2PC + 23.53dPC − (2.7×107) (3)

where FPC is in Wb and dPC is in m .248

Note that subtle changes in the shape of the open polar cap are a key part of un-249

derstanding the pattern of ionospheric convection, as predicted by the ECPC model (Lockwood250

& Morley, 2004), particularly in determining the pattern of flow following a burst in ei-251

ther the magnetopause or the tail reconnection voltages. However, the distortions to the252

boundary, and the flow patterns associated with them, propagate around the boundary253

(Morley & Lockwood, 2005). These transient features, and others associated with fila-254

mentary field-aligned currents caused by dynamic pressure pulse impacts on the mag-255

netosphere (Lühr et al., 1996), are therefore not part of the present paper because of the256

simplifying assumption of a circular polar cap.257

When using the ECPC it is important to understand the importance of the timescale258

τ over which the data are averaged. If a large τ is used, this is averaging over many cy-259

cles of expansion and contraction of the polar cap and dFPC/dt tends to zero. From Equa-260

tion 1 this steady-state condition means that ⟨ΦN ⟩τ = ⟨ΦD⟩τ . Only for small τ do we261
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see the full expansion and contraction of the polar cap. Increasing τ causes the analy-262

sis to tend towards steady state. An important timescale in this is τ∼1hr, which is close263

to the average duration of the substorm cycle. In such cycles, although much of the open264

flux generated in the growth phase (by enhanced magnetopause reconnection voltage ΦD)265

can be lost in the subsequent expansion and recovery phases by enhanced reconnection266

voltage in the cross-tail current sheet, ΦN , one substorm cycle does not generally return267

the polar cap flux to the value it had at the start of the growth phase. It can take a string268

of weakening substorm expansions to achieve that (Lockwood & McWilliams, 2021b).269

Conversely, some substorms deposit more energy than was stored in the growth phase270

leaving the stored tail energy at a lower level that it was at the start of that growth phase271

(Baker et al., 1997). Furthermore there are steady convection intervals (Lockwood et al.,272

2009) and intervals of driven convection (Milan et al., 2021) which can last considerably273

longer than an hour. Later in this paper we demonstrate that the first CME in the Febru-274

ary 2022 event is an example of how large, persistent and increasing ΦD prevents ΦN275

establishing a steady-state, despite several substorm expansions, even on averaging timescales276

of 1-2 days. In general, the voltage ΦD is constantly changing because of the variabil-277

ity in the solar wind parameters (Lockwood, Bentley, et al., 2019; Lockwood, 2022; Lock-278

wood & Cowley, 2022). As a result, although steady state is a good approximation for279

τ of several days, we can still detect the effects of non-steady behaviour at τ = 1hr,280

although they will be reduced in magnitude by the averaging.281

Lockwood and McWilliams (2021b) used a dataset of 25 years of hourly-averaged282

data (τ = 1hr) to show that the optimum solar wind coupling function depends on which283

magnetospheric response index it is aimed at predicting. In particular, they showed that284

the coupling function that best predicts transpolar voltage ΦPC is considerably differ-285

ent from those that best predict geomagnetic activity indices. Best practice in deriving286

these coupling functions was discussed by these authors and by Lockwood (2022). In par-287

ticular, the results of regression and correlation analysis tends to be weighted towards288

the means of the distributions and the fit often underestimates the full range and extreme289

values of the observations (Lockwood et al., 2006; Sivadas & Sibeck, 2022). The method290

used by Lockwood and McWilliams (2021b) and Lockwood (2022) avoids this by fitting291

to averages in bins that cover the full range, meaning that the weighting is equal across292

the whole range of the data and not dominated by the larger number of data points close293

to the mean. There are also pitfalls over time resolution (Laundal et al., 2020; Lockwood,294

2022). Figure 1 demonstrates the best-fit coupling function to the transpolar voltage ob-295

served by the SuperDARN coherent radar network and shows that another major pit-296

fall, overfitting, has been avoided because the fit is essentially the same for the indepen-297

dent test half of the dataset than for the fit data subset that was used in the derivation298

of the coupling function. Overfitting is a problem that is particularly facilitated by the299

presence of datagaps in the interplanetary data which were a serious but neglected prob-300

lem for coupling function studies using data from before the advent of the near-continuous301

data from the ACE and Wind interplanetary monitors in 1995. The best way to han-302

dle data gaps has been discussed by Finch and Lockwood (2007) and Lockwood, Bent-303

ley, et al. (2019). In both cases shown in Figure 1, an optimum lag of 20min of ΦPC be-304

hind the interplanetary coupling function is employed (see Figure 6 of Lockwood & McWilliams,305

2021b).306

The mauve line in Figure 1 is an average fit to many years of data, which means307

that steady-state applies to the fitted value so that, from Equation 2, ⟨ΦD⟩ = ⟨ΦN ⟩ =308

⟨ΦPC − ΦV ⟩. The best-fit is given by:309

⟨ΦPC⟩ = ⟨ΦD⟩+ ⟨ΦV ⟩ = sT [B
a
⊥ρ

b
swV

c
swsin

d(θ/2] + iT (4)

where: B⊥ = (B2
Y +B2

Z)
1/2 is the IMF transverse to the X direction of the Geo-310

centric Solar Magnetospheric (GSM) frame (in nT); ρsw is the solar wind mass density311
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Figure 1. Scatter plots of observed and predicted hourly means of transpolar voltage, ΦPC .

The observations are from the survey of 25 years’ data from the northern hemisphere coherent-

scatter SuperDARN radar network by Lockwood and McWilliams (2021b). The predicted values

are made using the interplanetary data in the Omni2 dataset (King & Papitashvili, 2005), using

the procedure described by Lockwood and McWilliams (2021a) to generate a coupling function

for transpolar voltage (see Equation 4 of text). (a) is for the fit data subset (2012-2019, inclusive)

and (b) for the independent test data subset (1995-2011, inclusive). In both panels the fraction of

valid samples, n/Σn, is color-coded on a logarithmic scale as a function of observed and predicted

transpolar voltage, in bins of size 1kV by 1kV with n≥3 samples. The total number of samples,

Σn, the correlation coefficient, r, and the r.m.s. deviation of fitted from observed values, ∆, are

given. The mauve line are perfect agreement of observed and predicted ΦPC .
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Figure 2. Contours of hourly means of transpolar voltage, ΦPC , as a function of the predicted

magnetopause reconnection voltage from Equation 2, ΦD, and -SML. The observations are from

the same survey of 25 years’ data as Figure 1.

(in kg cm−3); Vsw is the X-component of the solar wind velocity (in km s−1), θ = tan−1(|BY |/BZ)312

is the IMF clock angle in the GSM frame and BY and BZ are the Y and Z IMF com-313

ponents in that frame. The best-fit constants are a =0.6554, b =0.0522, c =0.6676, d =2.5,314

iT =13.5kV and sT =8.4075 for the above parameter units and ΦPC in kV. Given that315

the viscous-like voltage is not predicted to have the dependence on the IMF clock an-316

gle, we here take ΦV to be equal to iT = 13.5kV, a value reasonably consistent with stud-317

ies by both ground-based radars and satellite observations at the flank magnetopause318

(Lockwood & McWilliams, 2021b; Hapgood & Lockwood, 1993). Hence319

ΦD = sT [B
a
⊥ρ

b
swV

c
swsin

d(θ/2)] (5)

Equation 5 is derived from hourly means. We studied the relationship between the320

1-minute values of ΦD and a variety of one-minute geomagnetic indices (SML, SMU, AL,321

AU, SMR and SYM-H ) at the optimum lag and compared it with that for 1-hour run-322

ning means of the same data. The correlation is naturally lower for the 1-minute data323

in each case as the scatter is greater, but the best-fit polynomial is almost identical for324

the two time resolutions in all cases. Hence we here use Equation 5 to generate 1-minute325

values of ΦD. We employ a lag of δt = 5min between the interplanetary observations326

(which are propagated from L1 to the bow shock) and ΦD, that being the lag derived327

by (Lockwood & McWilliams, 2021b) between the hourly means of ΦPC and running hourly328

means of the coupling function from IMF data when auroral electrojet activity was quiet329

(−AL≤100nT ).330
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A different analysis of the same dataset reveals that much of the scatter in Figure331

1 is caused by a mechanism other than dayside magnetopause reconnection. Figure 2 shows332

contours of observed transpolar voltage ΦPC , from the same dataset, as a function of hourly333

means of the predicted lagged magnetopause reconnection voltage from Equation 2, ΦD,334

and the SuperMAG SML index. This index is constructed in the same way as the AL335

index but uses many more stations in the northern hemisphere (of order 100 instead of336

the ring of 12) and so avoids the non-linear effect in AL caused by polar cap expansion337

to equatorward of the ring of 12 stations (Gjerloev, 2012; Newell & Gjerloev, 2011). Be-338

cause, like AL, SML is increasingly negative with enhanced activity we here use -SML339

in plots and descriptions.340

The key point to note about Figure 2 is that the contours slope diagonally across341

the plot. This means that at a given predicted ΦD the transpolar voltage ΦPC increases342

with increasing -SML. This is true in all regions of this parameter space except when both343

ΦD and -SML are very large when the contours become vertical showing that ΦPC is then344

a function of ΦD only. Thus even using hourly data we can detect an influence on trans-345

polar voltage which depends on the auroral electroject activity level. This is therefore346

a separate influence on the transpolar voltage, as predicted to be supplied by ΦN in the347

ECPC model. The same picture emerges from the Active Magnetosphere and Planetary348

Electrodynamics Response Experiment (AMPERE) analysis of data on field-aligned cur-349

rents from magnetometers on board more than 70 Iridium satellites in circular low-Earth350

orbit (altitude 780 km) in 6 orbit planes, which give 12 cuts at different MLTs in each351

orbit through the auroral oval (Anderson et al., 2014; Milan et al., 2015): from Chree352

analysis of these data, Milan et al. (2018) show that the field-aligned currents that bring353

convection circulation of the magnetosphere down to the ionosphere are enhanced in re-354

sponse both to a coupling function that quantifies dayside magnetopause reconnection355

and also to the −AL index.356

The problem in applying the ECPC is that the the nightside reconnection voltage357

ΦN is hard to quantify (Walach et al., 2017; Øye, 2018). Several studies have used Equa-358

tion 1 to infer it from the rate of change of open polar cap flux dFPC/dt and the value359

of ΦD deduced from interplanetary parameters using a coupling function of the type given360

by Equation 5. For example, Grocott et al. (2002) used dFPC/dt deduced from the bite-361

out in the nightside polar cap in a substorm expansion phase observed by magnetome-362

ters, radars and imagers. The same basis was used by Milan et al. (2007), Øye (2018)363

and Milan et al. (2021) using the circular polar cap assumption and looking at the change364

in radius of the polar cap inferred from global auroral images or the locations of field-365

aligned current sheets deduced from the AMPERE programme. This method is not use-366

ful here where we wish to use ΦN to predict the variation of FPC . The way forward was367

first established by Holzer et al. (1986) who used the AL nightside auroral electrojet in-368

dex as a proxy for ΦN to study two polar cap expansions and contractions using Equa-369

tion 1. The validity of this approach has been confirmed by several studies of larger datasets,370

including the statistical survey of 25 years of data by Lockwood and McWilliams (2021b)371

who found that transpolar voltage was a function of ΦD with an independent influence372

related to AL, something we have demonstrated here with Figure 2 using the SuperMAG373

SML index in place of AL. This confirms SML can be used as a basis for the quantifi-374

cation of ΦN .375

The mauve line in part (a) of Figure 3 is a polynomial fit to all the hourly means376

of ΦPC from the survey of Lockwood and McWilliams (2021b) as a function of the si-377

multaneousigmas hourly means of -SML. There is considerable spread in the data which378

we expect for two known reasons: firstly ΦD contributes to ΦPC as well as ΦN , and sec-379

ondly there are ionospheric conductivity and other seasonal effects in the relationship380

between ΦPC and the geomagnetic SML index. Part (b) of Figure 3 shows the equiv-381

alent plot for strongly northward IMF ([BZ ]GSM≥10nT ) when we can take ΦD to be382

zero. The mauve line is the same as in part (a) and remains a good fit to the average383
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Figure 3. Scatter plots of observed hourly means of transpolar voltage, ΦPC as a function

of -SML, where SML is the SuperMAG auroral electrojet index. The observations are from the

survey of 25 years’ data from the northern hemisphere coherent-scatter SuperDARN radar net-

work by Lockwood and McWilliams (2021b). Both panels are for the full data set (1995-2019,

inclusive); (a) is for all data and (b) for the subset of strongly northward IMF with BZ≥10nT ,

lagged by the optimum delay between BZ and ΦPC of δt = 18min. In both panels the fraction

of valid samples, n/Σn, is color-coded on a logarithmic scale as a function of observed SML and

ΦPC , in bins of size 5nT by 2kV . As in Figure 1, only bins containing 3 or more samples are

coloured. Also shown are the mean ΦPC , with error bars between the 15.9% and 84.1% of the cdf

(1-σ points), for bins in SML 20nT wide in which there are 25 or more samples. The mauve lines

in both panels is the best polynomial fit to the mean values in (a), given at the top of the Figure.
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data, which covers a smaller range of both ΦPC and SML, as expected for northward IMF.384

However, although the scatter is reduced because ΦD is not a factor, it is still consid-385

erable.386

To estimate the contribution to ΦN of processes associated with the substorm cur-387

rent wedge, we adopt the fitted form to ΦPC as a function of SML (given at the top of388

Figure 2) but scale it with a factor k(F ), that is a function of time of year, F , to allow389

for the seasonal effects in these northern hemisphere radar and magnetometer data. This390

gives us an estimate of the tail reconnection rate associated with auroral electrojet ac-391

tivity, as quantified by SML:392

[ΦN1 in kV ] = k(F )×f(SML) = k(F )×[−3.59y4 + 134y3 − 187y2 + 15] (6)

where y = [-SML in nT].393

However, the scatter in Figure 3b shows that SML does not uniquely define ΦN .394

The same conclusion can be drawn from the survey of 1-year of data by Milan et al. (2021)395

in which the ratio ΦN/SML appears to be different, on average, for different phases of396

magnetospheric behaviour. On the other hand, Milan et al. (2007) show that almost all397

ΦN occurs soon after bursts in ΦD and a base-level of ΦN between events was not de-398

tected. However, we note that the viscous-like voltage ΦV may well actually be due to399

low-level continuing ΦN because ongoing unbalenced nightside reconnection has the abil-400

ity to mimic all the ionospheric flows that have been attributed to viscous-like interac-401

tion.402

For reasons explained below, we propose that in addition to ΦN1 (which is asso-403

ciated with enhanced -SML), there is a second, quasi-steady component of tail recon-404

nection associated with magnetic shear across the cross-tail current sheet (and hence re-405

lated to the open flux FPC) but which does not register in SML, such that406

ΦN = ΦN1 +ΦN2 (7)

We take this additional loss of FPC to be linear with a time constant tN407

ΦN2 = FPC(δt)/tN (8)

where δt is the lag to allow for the propagation of open flux into the tail after its408

generation (at rate ΦD). We here use δt = 15 min., the derived optimum lag between409

the predicted ΦD and observed ΦPC in the study by (Lockwood & McWilliams, 2021b,410

-see their Figure 6). We repeated our analysis for δt = 10min and δt = 30min and411

found only small changes to our results. Note that there is a potential improvement we412

could make to Equation 8 in that the rate could be made a function of solar wind dy-413

namic pressure pSW and the dipole tilt angle δ as there are observations that indicate414

that, together, they influence the rate of nightside reconnection by squeezing the tail (Schieldge415

& Siscoe, 1970; Caan et al., 1973; Kokubun et al., 1977; Karlsson et al., 2000; Finch et416

al., 2008; Hubert et al., 2009; Yue et al., 2010; Lockwood, 2013; Lockwood, McWilliams,417

et al., 2020; Lockwood, Owens, Barnard, Watt, et al., 2020; Lockwood et al., 2021). This418

would not influence the voltage ΦN1 as it would also raise SML from which it is com-419

puted; however, it would influence ΦN2. However, variations in pSW have also been pro-420

posed to influence ΦD, field aligned currents and Joule heating (Lukianova, 2003; Lee,421

2004; Palmroth, 2004; Boudouridis, 2005; Stauning & Troshichev, 2008): hence, there422

is a danger in including solar wind dynamic pressure effect in one area and not another.423
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To ensure that we are not inconsistent in the present analysis we do not include the ef-424

fects of pSW variations in the present analysis. However, we do highlight times when changes425

in pSW may have had an effect.426

The reason for proposing a second component of ΦN that does not depend on SML427

is that without it during the events studied FPC grows to either unrealistic values (ex-428

ceeding 2.5GWb) and/or falls to below zero for any k(F ).429

To compute the scaling factor k(F ), for the time of year F of the events (early Febru-430

ary) we make use of the fact that averaged over a long enough period τ , the means ⟨ΦD⟩τ431

and ⟨ΦN ⟩τ become equal and hence steady-state applies (and by Equation 2, the polar432

cap flux is constant). Choosing the interval τ needed, however, is a compromise between433

two factors: if τ is too large the seasonal variation between ΦN and SML becomes a fac-434

tor but if is is too short (less than a couple of days) then steady-state is not achieved.435

We searched the data around the events of interest and found two times that were of or-436

der one week apart for which both the predicted ΦD (from Equation 1) and observed -437

SML were very low (below 1kV and 20nT , respectively) and followed intervals of at least438

1 day when ΦD and -SML had remained low. Two such times around the events of in-439

terest were UT = 11 hrs of day-of-year (d-o-y) 30 and UT = 5 hrs on d-o-y 38, giving440

an interval of duration τ of 7.75 days. We will refer to this as the “calibration interval”.441

From Equations 1, 6, 7 and 8442

dFPC/dt = ΦD − k(F )×f(SML)− FPC(δt)/τN (9)

Equation 9 has two unknowns, k(F ) and τN - but for given values of these two pa-443

rameters we can compute the variation of FPC from the known variations of ΦD and SML.444

We start these computations for a wide range of initial values of FPC at the start of doy445

1 of 2022 and we find that this initial condition has no effect on the variation after d-446

o-y 30. For a given τN , we iterate k(F ) until FPC at the end of the calibration interval447

equals that its start. This means that the integral of ΦD over the interval equals the in-448

tegral of ΦN and steady state is achieved over this timescale.449

If τN is too small FPC becomes negative. If τN is too large we find FPC reaches450

peaks larger than the largest values that have been detected, which are near 1GWb (Boakes451

et al., 2009; Milan et al., 2021) . We find that this FPC is reached in both the peaks in452

the event studied here for τN = 6.8min. Section 4 provides evidence that it is an ap-453

propriate value for τN .454

2.2 Universal Time effect: polar cap motions455

A series of 4 papers Lockwood, Owens, Barnard, Haines, et al. (2020); Lockwood,456

McWilliams, et al. (2020); Lockwood, Owens, Barnard, Watt, et al. (2020); Lockwood457

et al. (2021) have investigated the semi-annual and Universal Time (UT) variations in458

the magnetosphere and in geomagnetic activity. The last of this series brings the con-459

clusions together and successfully models the UT (and annual) variations of observed460

hemispheric geomagnetic indices by introducing a key component that had been hith-461

erto overlooked. The interplanetary electric field is measured by spacecraft in geocen-462

tric frames, such as GSM, GSE or GSEQ, i.e. frames that are fixed in relation to the cen-463

tre of the Earth. Because Earth’s magnetic poles are offset from the rotational poles, the464

magnetic poles and the ionospheric polar caps move in this frame in a diurnal circle. Both465

observations (Stubbs et al., 2005) and geomagnetic field modelling (Tsyganenko, 2019)466

of the auroral oval show that the polar cap moves with its magnetic pole with very lit-467

tle change in shape.468

There are a number of observations relevant to these diurnal motions of the po-469

lar cap caused by Earth dipole tilt. Newell and Meng (1989) surveyed 3 years’ data from470
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the DMSP (Defense Meteorological Satellite Program) F7 satellite and showed that the471

region of solar wind precipitation in the cusp region migrated in geomagnetic latitude472

by about 0.06◦ for each 1◦ shift in dipole tilt angle. That means that (94%) of the mo-473

tion of the magnetic pole in a geocentric frame is reflected in the cusp location and only474

6% in the geomagnetic frame. The cusp precipitation is on newly-opened field lines gen-475

erated by the voltage ΦD (see review by Smith & Lockwood, 1996) and hence this dipole-476

tilt induced motion of the dayside open-closed boundary (OCB) in a geocentric frame477

mainly reflects that in the magnetic pole. Similarly on the nightside, Vorobjev and Yagod-478

kina (2010) showed that the magnetic latitude of the poleward edge of the nightside northern-479

hemisphere auroral oval, as detected in DMSP satellite data from 1986, had a sinusoidal480

diurnal variation in amplitude near 2◦, whereas the offset of the rotational northern ec-481

centric axial pole at that time was about 8◦. Hence in a geocentric frame only about 75%482

the motion in the magnetic pole is reflected in this boundary. However, this boundary483

is generally equatorward of the nightside OCB and this is likely to make this percent-484

age a poor estimate of the real value that would apply to the nightside OCB. The mag-485

netic field tracing needed by global MHD model of the magnetosphere means that the486

OCB can be identified in simulations and Kabin et al. (2004) found that magnetic lat-487

itude shifts in the noon OCB were 1.3◦ and −0.9◦ for dipole tilts of +35◦ and −35◦, i.e.,488

3.9% and 2.7%, respectively. The corresponding shifts in the midnight OCB were 0.8◦489

and −0.5◦ (2.3% and 1.5%, respectively). Hence these simulations show the nightside490

OCB moves even more closely with the magnetic pole than the dayside OCB. The fact491

that the OCB is largely moving with the geomagnetic poles shows that closed field lines492

outside the open field line region are also taking part in this diurnal wobble caused by493

the pole motion. Oznovich et al. (1993) showed that during low auroral activity, the au-494

roral oval as a whole was shifted by 1◦ in geomagnetic coordinates for every 10◦ change495

in the dipole tilt angle (90%). Being at large longitudinal separations (if not exactly the496

180◦ for a geocentric dipole model) the motion of the auroral ovals induced by the mag-497

netic pole motions would be close to, but not exactly, in antiphase in a geocentric frame498

with the southern pole moving antisunward when the northern is moving sunward, and499

vice-versa. This was directly observed by (Stubbs et al., 2005), using full and simulta-500

neous auroral images of the northern and southern auroral ovals made by the IMAGE501

and Polar satellites.502

The speeds of these motions of the polar cap in a geocentric frame are very much503

smaller than that of the solar wind: in the northern hemisphere the sunward speed of504

motion VNP is a sine wave of amplitude 57ms−1, but the larger offset of the southern505

magnetic pole from the rotational pole makes the corresponding amplitude of the speeds506

there, VSP about 135ms−1. These values were computed using the the eccentric dipole507

field model of the geomagnetic field by Koochak and Fraser-Smith (2017) by Lockwood508

et al. (2021). However, in the ionosphere the magnetic field Bi is approximately 5×10−5T ,509

which is much greater than the flow-perpendicular field in interplanetary space (which510

is typically 5nT ). The diurnal motion toward and away from the Sun induces an elec-511

tric field across the northern polar cap in a geocentric frame of VNPBi and a voltage in512

that frame across the polar cap of ϕMN = VNPBidPC , where dPC is the polar cap di-513

ameter. Using a typical polar cap angular radius of 15◦ gives dPC≈3.6×106m and a si-514

nusoidal diurnal voltage variation of amplitude 10kV . In the southern hemisphere, the515

larger offset of the poles means that this amplitude is 24kV . Note the importance here516

of the eccentric dipole model. Use of a geocentric dipole makes every effect on the north517

pole motion equal and opposite to that of the south pole. Hence for a geocentric dipole,518

although Earth’s rotation alternately causes a given effect in one hemisphere and then519

the other, the global effect (the sum of the two) is always zero. This is not the case for520

an eccentric dipole.521

These effects of pole motions, like the conductivity-induced changes discussed ear-522

lier, change the balance between directly-deposited energy and energy stored in the tail523

and then deposited via the storage-release system. Let us consider the Northern polar524
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cap: when it is moving sunward (with a velocity VNP > 0 that peaks at around 12 UT)525

the antisunward convection in the polar cap in a geocentric frame will be reduced by the526

motion of the cap as a whole (i.e. by VNP ) and the voltage across the cap in that frame527

will be reduced by ϕMN = VNPBidPC , even if the reconnection voltages ΦD and ΦN528

are unchanged. The convection pattern perturbations for sunward/antisunward motions529

of the polar cap as a whole (and dawnwad/duskward motions) were sketched by (Lockwood,530

1991). This means the directly-deposited Joule heating is reduced. In a geocentric frame,531

the flux transfer rate over the northern ionospheric polar cap is reduced to ΦPC−ϕMN532

but, given that the voltage across the region of open field lines in interplanetary space533

is unchanged, this means that flux is accumulating in the northern lobe at a rate that534

is ϕMN greater than it would have done if VNP had been zero. Conversely, in the other535

12-hour phase of the diurnal cycle the transpolar voltage is enhanced because VNP and536

ϕMN are negative and the rate of flux storage in the tail lobe is reduced. Hence the trans-537

polar voltage in the northern polar cap is538

Φ′
NC = ΦPC − ϕMN = ΦPC − VNPBidPC (10)

and in the southern hemisphere539

Φ′
SC = ΦPC − ϕMS = ΦPC − VSPBidPC (11)

where VNP and VSP are the sunward components of motion of the northern and540

southern polar caps.541

If the variations of VNP and VSP were of the same amplitude and in antiphase then542

although there would be more power deposited in the northern polar cap (and/or stored543

in the northern tail lobe) for half the day, and then more in the southern hemisphere for544

the other half so that the sum of the two would be constant. However these motions are545

not of equal amplitude, nor are they exactly in antiphase and this leaves a net UT vari-546

ation in power deposited or (stored in that tail) globally (Lockwood et al., 2021).547

Note that the magnetospherically-imposed voltage ΦPC across the polar caps of548

the two hemispheres can be different at any one instant of time because of different in-549

ductive changes in the magnetic fields of the two tail lobes. However, on average they550

must be the same: by Faraday’s law, a voltage is synonymous with a magnetic flux trans-551

fer rate and maintaining ∇·B = 0 means that the long-term average of flux transport552

over the south pole must equal that over the north pole. In in other words ⟨ΦPC⟩ must553

be the same in the two hemispheres. A number of statistical studies of satellite data re-554

port differences in the long-term averages of the transpolar voltage in the two hemispheres555

(e.g., Förster & Haaland, 2015) which almost certainly reflect aliasing of orbit paths with556

seasonal, UT and solar cycle variations.557

3 The February 2022 event558

Figure 4 shows the variations of various geomagnetic activity indices during the events559

of early February 2022. The gray bands mark the times of the CME passages past the560

Earth, as defined from interplanetary data by Dang et al. (2022). The top panels shows561

the 3-hourly planetary range indices, am, an, and as with peaks near the ends of each562

of the CME events. Both peaks reach 86nT in the global am index. The variations of563

the hemispheric sub-indices, an, and as, are very similar to that for am. Panel (b) shows564

large enhancements in the nightside auroral electrojet index -SML at the times of the565

peaks in am. The bottom panel shows the SMR and SYM-H indices compiled from low-566

latitude stations and mainly responding to the ring current. These show intensifications567

that peak shortly after the peaks in -SML but which decay more slowly.568
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Figure 4. Geomagnetic indices during the events of 3-4 February 2022. Plots are for 00 UT

on 2 February (d-o-y 33) to 00UT on 6 February (d-o-y 37). The grey bands mark the times of

the passages of the two CME events at Earth’s bow shock, as identified by Dang et al. (2022).

(a). The mid-latitude range am index (in black) with its northern and southern hemisphere

components, an (in red) and as (in blue). (b). The SuperMAG SMU (red/orange) and SML

(blue/cyan) auroral electrojet indices: the orange and cyan lines are the 1min values and the red

and blue lines are 20min running means of those 1-min. data. (c). 20min running means of the

SMR and SYM-H indices. .
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Figure 5. Variations of 1-minute integrations of solar wind parameters during the interval

shown in Figure 4. Panel (a) shows the derived magnetopause reconnection voltage ΦD, given by

Equation 5, and the panels beneath show the component terms, normalised to their mean value

in the interval. (b). t1 = Ba
⊥ where B⊥ = (B2

Y + B2
Z)

1/2 is the IMF transverse to the X direction

of the Geocentric Solar Magnetospheric (GSM) frame in which the Y and Z components are BY

and BZ . (c). t2 = ρbSW where ρsw is the solar wind mass density. (d). t3 = V c
SW where Vsw is

the X-component of the solar wind velocity. (d). t4 = sind(θ/2) where θ = tan−1(|BY |/BZ)

is the IMF clock angle in the GSM frame . The best-fit exponents are a = 0.6554, b = 0.0522,

c = 0.6676, d = 2.5. The vertical pink bands show the times of the CME passages. All parame-

ters are lagged by the inferred propagation time to the dayside ionosphere of δt = 5min.
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Figure 6. Modelled variations of polar cap voltages, flux and diameter. The vertical dashed

lines delineate the “calibration interval” defined in the text. (a) the dayside magnetopause re-

connection voltage (ΦD, in red) and the nightside tail current sheet voltage (ΦN , in blue). (b).

-SML (c). the solar wind dynamic pressure, pSW (d). The open polar cap flux, FPC . (e). The

polar cap diameter dPC (black line) derived from FPC using interpolation of the variation defined

by Equation 3 and (green line) derived from ΦPC using the fit presented by Hairston and Heelis

(1990) (H&H90). The modelling uses τN = 6.81min (see text for details). The red and blue dots

show dawn-dusk polar cap diameters taken from images by the Special Sensor Ultraviolet Spec-

trographic Imagers (SSUSI) instruments on board the Defense Meteorological Satellite Program

(DMSP) F-17 and F-18 satellites. (see Figure 7),

Figure 5a gives the predicted dayside reconnection voltage ΦD computed from the569

interplanetary measurements: the other panels give the normalised variations of the terms570

from which it is computed. It can be seen that the mass density in each CME was slightly571

depressed and the transverse component of the IMF was enhanced, particularly during572

the first CME. The solar wind speed factor varied by about ±10% in the interval: it was573

increased by the passage of CME1 but fell during CME2 and rose again roughly 12 hours574

after it had passed. Figure 5d shows that the IMF swings to strongly southward towards575

the end of the first CME passage and during much of the second CME passage, giving576

higher ΦD at these times. The first CME gives a particularly large peak in ΦD near its577

trailing edge, reaching 150kV and exceeding 85kV for 5.7hr (6.1 to 11.8 hr UT on d-578

o-y 34). The second CME gives are more sustained period of somewhat smaller magne-579

topause reconnection voltage, being between 85kV and 103kV for most of an interval580

of duration 11.3hr (9.4 to 20.7 hr UT on d-o-y 35).581
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4 Analysis of polar cap behaviour during the event582

Part (a) of Figure 6 shows the variation of ΦD computed using Equation 5 in red.583

In blue is the estimated variation of ΦN , computed from the observed SML index vari-584

ation, shown in part (b), using Equations 6, 7 and 8. Part (d) shows the variation in open585

flux FPC derived using equation 9. These variations use the optimum combination of586

τN = 6.81min and k(F ) = 0.9972. It was found that τN≤5.33min gave times when587

FPC became negative during the calibration interval and that τN≥10.52min gave times588

when FPC exceeded 1.2GWb, which is larger than the values reported in the literature589

and than a proposed upper limit for a saturated polar cap. Substorm onsets are typi-590

cally initiated when FPC reaches about 0.9GWb (Milan et al., 2008) but larger values,591

up to about 1.1GWb, have been deduced in sawtooth events and steady convection events592

(DeJong et al., 2007; Lockwood et al., 2009; Brambles et al., 2013). It has been estimated593

that in large superstorms, FPC effectively saturates at 1.2GWb (Mishin & Karavaev, 2017).594

In order to set the value of τN within this allowed range, we look at the modelled diam-595

eter of the polar cap in the calibration interval, as this a strong function of τN . The black596

line in Part (e) shows the variation in dPC for the variation of FPC shown in Part (d).597

This is obtained by PCHIP interpolation of the variation of FPC with dPC given by Equa-598

tion 3. The green line in Figure 6d is from an empirical fit to DMSP ionospheric con-599

vection data given in Figure 5 of Hairston and Heelis (1990) (H&H90) which yields dPC600

as a function of transpolar voltage ΦPC and which is here evaluated from ΦD, ΦN and601

ΦV , using Equation 2. It can be seen that the variation of the two estimates of dPC have602

similarities, but that the empirical model shows less variation than the one derived here.603

The Figure 5 of H&H90 shows considerable scatter about the fitted line and so this dif-604

ference is not unexpected. It is also worth noting that the average variation deduced from605

that plot is quite similar to the variation derived theoretically by Siscoe (1982). The value606

of τN = 6.81min adopted here makes the averages of these two variations the same over607

the calibration interval. It yields an open flux FPC = 0.26GWb at the start and end608

of the calibration interval, which is lower than the average value near 0.4GWb in the sur-609

veys by Boakes et al. (2009) and Milan et al. (2021). It also yields peak values of 1.01GWb610

at the end of CME1 and 1.03GW at the end of CME2. Valuable confirmation of the value611

of τN comes from images of the northern and southern auroral ovals by the Special Sen-612

sor Ultraviolet Spectrographic Imager (SSUSI) on board the Defense Meteorological Satel-613

lite Program (DMSP) F-17 and F-18 satellites (Paxton et al., 2002, 2021). These images614

are in the the Lyman-Birge Hopfield (LBH) short band (LBHS, 140–160 nm) of molec-615

ular nitrogen and the observed swathes usually show the full extent dawn-dusk diam-616

eter of the dark region poleward of the auroral oval. The poleward edge of the aurora617

seen in Far Ultraviolet (FUV) is often used as a proxy indicator of the OCB (Longden618

et al., 2010) and the six DMSP/SSUSU FUV images presented in Figure 2 of Y. Zhang619

et al. (2022) for the period studied here indicate considerable variability of the polar cap620

diameter.621

In general, there is a difference between the latitude of the OCB, as identified in622

particle precipitation data and the poleward edge of the aurora, giving a dark ring of closed623

field lines poleward of the poleward edge of the aurora. The latitudinal width of this off-624

set, δΛ will, to some extent, depend on the imager, the magnetic local time (MLT) and625

the intensity of the auroral precipitation. Carbary et al. (2003) found that δΛ did vary626

systematically with MLT but argued a constant value of 3.5◦ could be used for the pur-627

poses of computing FPC . Boakes et al. (2008) found δΛ≤1◦, except in the predawn and628

evening sectors, where values up to 2◦ may apply. Longden et al. (2010) find that near629

dawn and dusk, the sectors of interest here, δΛ≈1◦ applies and that is what we adopt630

here.631

There is an interesting minimum in the modelled FPC at UT of 9.5hrs on d-o-y632

33 which is as low as 0.05GWb . This followed an interval of duration 4hr of strongly633

northward IMF when ΦD was essentially zero. This is slightly lower than the lowest re-634
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Figure 7. Selected sample auroral images recorded by the Special Sensor Ultraviolet Spec-

trographic Imagers (SSUSI) instruments on board the Defense Meteorological Satellite Program

(DMSP) F-17 and F-18 satellites in the Lyman-Birge Hopfield (LBH) short wavelength band

(LBHS, 140–160 nm). See text for details.

ported FPC that we know of in the literature (0.08GWb), which may indicate our value635

for τN is slightly too low. Nevertheless, the τN used in Figure 6 does give a range of FPC636

values that matches distribution previously reported in the literature. It is worth not-637

ing that panel (c) of Figure 6 shows that the solar wind dynamic pressure, pSW is raised638

above previous levels at this time and, as mentioned above, this could have enhanced ΦN2,639

reducing FPC values.640

Figure 6e gives the modelled dawn-dusk polar cap diameter dPC predicted using641

the assumption that the polar cap remains circular. We here used the dawn-dusk diam-642

eter deduced from DMSP/SSUSI images only as a rough check on that modelling. A ma-643

jor reason it can be of no greater significance than this is that, in reality, the polar cap644

is far from circular at some times. This is illustrated by Part (a) of Figure 7. This shows645

the aurora as seen by the F-17 satellite during a pass over the quiet, contracted polar646

cap in the northern hemisphere at 07:18 UT on d-o-y 33: this is during the descent to-647

wards the deep minimum in FPC at UT = 9.5hrs noted above. This pass reveals a horse-648

collar aurora with the putative OCB marked by narrow arcs that are almost parallel to649

the noon-midnight meridian (Wang et al., 2022). The polar cap is very far from circu-650

lar at this time. Figure 7d shows a later pass at 01 : 56UT on d-o-y 33, close to the time651

of the arrival of the first CME. The horse-collar form is still present and the dawn-dusk652

dimension of the dark polar cap gives a value of dPC that is shown by the orange point653

in Figure 7e: this is lower than the value predicted for a circular polar cap because of654

the horse-collar form is still present to some degree. In general, polar caps becomes more655

circular as the open flux increases. The other panels of Figure 7 give examples. Parts656

(c), (b) and (f) are northern hemisphere passes for, respectively, small, moderate and657

large open flux, in which the visible part of the polar cap, at least, is more circular in658

form. Part (e) is an example of a southern hemisphere pass of F-17 over a relatively large659

polar cap. Southern hemisphere passes of both F-17 and F-18 tend to be toward the night-660

side. We use passes where the poleward edge of the aurora is detectable within 1 hr of661

the dawn-dusk MLT meridian and extrapolate the poleward boundary over up to 1 hr662
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of MLT if it does actually cross the meridian in the observed swathe. We apply δΛ of663

1◦ at both 18 and 06 MLT. The results are shown for pases of F-17 and F-18 over the664

northern and southern hemisphere polar caps by, respectively, red and blue points in Fig-665

ure 7e. Cases where the polar cap is far from circular, such as in parts (a) and (d) are666

not used. The results show considerable scatter which is readily explained by the changes667

in shape of the polar cap, but do reveal the polar cap expansion and contraction dur-668

ing and after the CME impacts. They also provide confirmation that the value for τN669

used is appropriate.670

The variations in the nightside voltage ΦN and the polar cap flux FPC in Figure671

6 follow that in the magnetopause voltage ΦD in ways that we would expect. Towards672

the end of d-o-y 30 there is a sharp rise in ΦD that is followed by a similar, but smaller,673

rise in ΦN . The high ΦD persists for almost a day, declining only slightly. The mismatches674

in these voltages causes the polar cap flux FPC to rise to a peak of 0.68GWb at 8.4 UT675

of d-o-y 31 and then fall back to its initial value near 0.26GWb. This day-long event ap-676

pears to be a period of driven convection and there is a slight rise in -SML related night-677

side reconnection ΦN1 at its end. The next interesting feature is a sharp spike in ΦD just678

before the end of d-o-y 32. This generates a response in -SML and hence ΦN1 and the679

rise in FPC is small and short-lived. This appears to be a small isolated substorm cy-680

cle in which -SML does not rise above 478nT . The decay in FPC to the deep minimum681

discussed above occurs after this event: we see ΦD and SML fall to essentially zero for682

almost a day and the exponential decay of open flux due to ΦN2 can clearly be seen. Af-683

ter this, a second, stronger isolated substorm cycle occurs in which -SML rises to 763nT684

but, again, the rise in FPC is small and short-lived.685

It is after this that CME1 arrives. ΦD ramps up considerably, as does -SML and686

ΦN1 but with a lag and by a smaller degree so the open flux grows to a peak of 1.01GWb.687

The SML index shows a series of spikes that suggest substorms, but ΦD is large and keeps688

increasing, causing it to always exceed ΦN and so FPC keeps rising. Only after the CME689

has passed and ΦD declines sharply does ΦN dominate and reduce the open flux. This690

rapid decline is caused by the loss rate ΦN1 but between enhancements in -SML we see691

that ΦN2 also contributes. Again we note that in this interval between CME1 and CME2692

Figure 6c shows considerably enhanced pSW and this may have contributed to the de-693

cline in FPC by enhancing ΦN2.694

CME 2 is somewhat different. The rises in ΦD, ΦN and -SML are more modest than695

in CME1. Again spikes in SML suggest a series of substorms. For this second event, the696

response in ΦN , is slower and so FPC grows to levels that slightly exceed those attained697

in CME1 (1.04GWb), even though the driving voltage ΦD is not as large in this second698

event. Towards the end of the passage of CME2, ΦD and ΦN are approximately balanced699

and the peak open flux is maintained. After the passage of CME2, intermittent ΦD means700

that the decline in FPC takes considerably longer and -SML remains low so the slow de-701

cline in FPC is associated with ΦN2 more than ΦN1.702

It is useful to look at the relative contributions of the two open flux loss rates ΦN1703

and ΦN2. Figure 8 looks at the relationship of the two. Comparison of Parts (a) and (d)704

of Figure 8 shows that, in general, ΦN1 is greater than ΦN2. Both increase with increas-705

ing transpolar voltage ΦPC and hence the sum of the two does the same (Figure 8b). Part706

(e) shows the ratio of the two, ΦN1/ΦN2, as a function of ΦPC , the mauve line is unity707

for this ratio and so ΦN1 always dominates for ΦPC≥85kV . Figure 8f is the same ra-708

tio as a function of -SML and shows that ΦN1 always dominates for −SML≥27nT ; how-709

ever, the plot also shows great variability in this ratio which is the effect of the amount710

of open flux FPC on ΦN2. This is also seen in Figure 8c which plots the total loss rate711

as a function of -SML. This reveals the form of ΦN1 given by Equation 6, but that ΦN2712

has indeed added scatter; however, the scatter in Figure 8c is not as great as in Figure713

3 because it is for 7 days of 1-minute data whereas Figure 3 is for 25 years of hourly data.714
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Figure 8. Scatter plots comparing the open flux loss rates associated with the nightside auro-

ral electrojet,ΦN1, and that associated with enhanced tail magnetic flux but without a signature

in enhanced auroral electrojet activity, ΦN2. Parts (a), (d), (b) and (e) show, as a function of

transpolar voltage ΦPC : (a) ΦN1; (d) ΦN2; (b) the total loss rate, ΦN = ΦN1 + ΦN1, and (e) the

ratio of the two, ΦN1/ΦN2. (c) and (f) show, respectively, the sum and the ratio of the two loss

voltages as a function of the -SML value. Data are for the “calibration interval” between the two

vertical dashed lines in Figure 6. Mauve dashed lines in parts (e) and (f) show where the two loss

rates are equal.
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We conclude that the loss rate of open flux is largely dependent on the SML au-715

roral electrojet index and although the loss ΦN2 that is not captured by SML is relatively716

small, it is still important for the application of the ECPC model because otherwise es-717

timated open fluxes rise to levels that are not seen in the real magnetosphere.718

It is interesting to note that Figure 6d shows that the open flux FPC between the719

CMEs fell to 0.20GWb, just below the value at the start and end of the calibration in-720

terval. This eliminates preconditioning effects of CME1 on the response to CME2, at least721

in terms of residual open flux. In this context, we also note that 4c shows that the ring722

current indices -SMR and -SYM-H fell back down after CME1 to only just above their723

values before the arrival of CME1. (Their decay after CME2 was noticeably slower). This724

seems to argue against major preconditioning in terms of ring current energy as well. There725

are other possible pre-conditioning effects such as the thickness of the plasma sheet and726

the speeds of polar thermospheric winds. The latter, however, would tend to reduce the727

heating effect of CME2 not increase it.728

5 The Effect of Earth’s eccentric magnetic field729

The previous section shows that the polar cap expanded and contracted during the730

events in early February 2022. In this section we add to the effects of this the UT vari-731

ations caused by the diurnal rotation of Earth’s eccentric magnetic field. The motions732

are computed using the eccentric dipole model of the geomagnetic field by Koochak and733

Fraser-Smith (2017), as discussed by Lockwood et al. (2021).734

Figure 9 demonstrates the effect of polar cap motions. Panel (a) shows the trans-735

polar voltage ΦPC computed using Equation 2 from the variations of ΦD and ΦN (with736

constant ΦV ) derived in the previous section. Part (b) shows the dawn-dusk voltages in-737

duced in the north and south polar cap, in a geocentric frame, by the diurnal cycle of738

sunward/antisunward polar cap motion, respectively ϕMN and ϕMS . Note that for con-739

stant dawn-dusk polar cap diameter, these would be sine waves and the dashed lines give740

the variation for the mean of the polar cap diameter over the calibration interval τ , ⟨dPC⟩τ =741

3.08Mm (roughly equivalent to a latitudinal polar cap angular radius of 13◦). Note also742

that the amplitude of the sine wave is smaller for the northern hemisphere because the743

offset of the rotational and magnetic pole is smaller in the north and that the sine waves744

are not in antiphase because for the eccentric dipole field model used the magnetic poles745

are not 180◦ apart in longitude (as they would be for a geocentric dipole).746

Figure 9c shows the average transpolar voltage allowing for the motions of both747

polar caps, computed using Equations 10 and 11 for the northern and southern hemi-748

sphere, Φ′
NC and Φ′

SC shown in red and blue, respectively. The black line is the aver-749

age of the two, Φ′
PC which is different from the transpolar voltage in the absence pole750

motions ΦPC , which is shown in Figure 9a and by the grey area in Figure 9c. If Φ′ in751

a hemisphere is smaller than ΦPC it means that polar cap is moving towards the Sun.752

Let us apply Faraday’s law to a loop PCGS, fixed in a geocentric frame, where P and753

C are the dawn and dusk flanks of the ionospheric polar cap which map along open ge-754

omagnetic field lines to the points G and S, respectively, just outside the bow shock in755

interplanetary space, often referred to as the “Stern Gap”, SG (see Lockwood & Cow-756

ley, 2022). The antisunward flow of the solar wind, with frozen-in open magnetic field,757

between S and G adds to the magnetic flux threading the loop PCGS and the sunward758

convection of frozen-in field in the F-region ionosphere between P and C removes flux759

from that loop. Hence if sunward polar cap bulk motion is slowing the rate that mag-760

netic flux is transferred antisunward across PC in the ionosphere, it is reducing the rate761

at which flux removed from the loop. Hence this situation means that less energy is be-762

ing directly deposited in the ionosphere but more magnetic energy is being stored in that763

hemisphere of the tail lobe. Conversely, If Φ′ exceeds ΦPC , the polar cap is moving away764
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Figure 9. Analysis of the effect of pole motions on transpolar voltage during the events

of early February, 2022. (a). The transpolar voltage derived from Equation 2, ΦPC . (b). The

voltages across the northern (ϕN , in red) and southern (ϕS , in blue) polar caps in a geocentric

reference frame (such as GSM or GSE) induced by the diurnal motions of the poles (see Equa-

tions 10 and 11). Note that these variations would be sinusoidal if the polar cap diameter dPC

were constant (see Lockwood et al., 2021) but here depart from sine waves because we apply the

modelled variations in dPC shown in Figure 6d. The dashed lines are the variations for the mean

value of the polar cap diameter over the calibration interval τ , ⟨dPC⟩τ = 3.08Mm. (c). The vari-

ations in voltages in the GSE/GSM frames allowing for pole motions in the northern hemisphere,

Φ′
NC (in red) and in the southern hemisphere, Φ′

SC (in blue). The black line is the average of the

two (Φ′
PC) and the grey area gives the uncorrected voltage, ΦPC , repeated from panel (a) to aid

comparison.
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from the Sun (i.e. with the solar wind) so that more energy is being directly deposited765

in ionosphere but less energy is being stored in that hemisphere of the tail lobe.766

It is worth noting that some of these diurnal cycles may have been missed in some767

magnetometer observations of geomagnetic activity as they were attributed to the Sq768

variation. This is because to reveal geomagnetic activity, magnetometer data usually has769

subtracted from it a quiet diurnal variation to remove the effects of dynamo action, of770

particular, solar thermal tides and the equatorial electrojet that give the Sq variation771

(Yamazaki & Maute, 2017). The polar cap diameter dPC will be small in quiet times but772

not zero and so the pole motions effect may have added to the quiet day diurnal vari-773

ation that is subtracted. This is most likely to be the case inside the polar cap and so774

a factor for the Polar Cap Indices (PCI). We searched for an effect of the different po-775

lar motions during this event in the published provisional Northern and Southern hemi-776

sphere PCI. Their variations are both very similar to the -SML index and so appear to777

be dominated by the auroral electrojet in this event. We note that some other studies778

have almost certainly detected signatures of the pole-motion effect but have generally779

attributed it to ionospheric conductivity effects.780

6 The Importance of the Universal Time of CME arrival781

Owens et al. (2020) has discussed the value of accurate prediction of the arrival time782

of CME impacts on Earth’s magnetosphere. They make the point that if false-alarms783

are a serious problem, accurate arrival time information is only valuable if the geoeffec-784

tiveness of the CME can also be forecast. The analysis presented in this paper adds a785

further complication to that discussion in that the geoeffectiveness of a CME is shown786

to depend upon the Universal Time of the CME arrival.787

To investigate the effect of pole motions in isolation, we here consider that the volt-788

ages ΦD and ΦN would not depend on the Universal Time of the CME impact. The phase789

of the diurnal cycles of pole motions have an influence on geoeffectiveness through the790

modification of ΦPC to Φ′
NC , Φ

′
SC and Φ′

PC .791

However, in reality, the dipole tilt (and hence Universal Time) will influence ΦD792

through its effect on the magnetic shear at, and length of, the magnetopause reconnec-793

tion X-line via the Russell-McPherron (R-M) effect (Russell & McPherron, 1973; Lock-794

wood, Owens, Barnard, Haines, et al., 2020). In our synthesis of the effects of a delayed795

arrival of a CME, we allow for this by lagging (by a delay δt) the variations in the fac-796

tors B⊥, ρsw, and Vsw in Equation 5; however, the term sind(θ/2) cannot be simply lagged797

in the same way. The reason is that the clock angle θ is computed in the GSM frame and798

because of the UT variation in the rotation angle γ between the GSE and GSM frames799

(caused by the dipole tilt variation with UT), the lagged values of IMF in the GSE frame,800

[BZ ]GSE and [BY ]GSE , have to be transformed for the γ of the new UT into [BZ ]GSM801

and [BY ]GSM that are then used to compute θ = tan−1(|[BY ]GSM |/[BZ ]GSM ) and hence802

sind(θ/2) and ΦD for the delayed arrival at Earth.803

In general, there will probably also be UT effects on ΦN . A number of papers have804

discussed mechanisms by which the dipole tilt can influence tail structure and dynam-805

ics and so introduce UT effects into reconnection responses in the tail (Kivelson & Hughes,806

1990; Danilov et al., 2013; Kubyshkina et al., 2015; Lockwood, Owens, Barnard, Watt,807

et al., 2020; Lockwood et al., 2021). However as these effects are less well established than808

the R-M effect, we here simplify by investigating the effect of dipole tilts on ΦD only.809

We do this by assuming the form of the temporal variation in ΦN response is the same810

as for the unlagged δt = 0 case, as shown in Figure 6. This allows us to simply lag the811

ΦN variation by δt. We then scale these lagged values of ΦN so that the integral over812

the calibration interval (which is also lagged by δt) is equal to that of the recalculated,813

lagged ΦD. This gives us the revised variation of ΦPC for the δt considered, from Equa-814
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tion 2. We can study the R-M effect in isolation from this ΦPC variation but also trans-815

form it into Φ′
PC (by evaluating Φ′

NC and Φ′
SC and averaging them) to study the com-816

bined effect of the R-M effect and the pole motions.817

Figure 10a shows four variations associated with the CME events. These are: (1)818

the observed SYM-H geomagnetic index (in mauve); (2) the power deposited globally819

in the ionosphere and thermosphere by Joule heating, Pi, as modelled by Dang et al. (2022)820

(in green); (3) the square of the voltage derived here from the ECPC model but not al-821

lowing for polar cap motions Φ2
PC (in orange); and (4) the square of the transpolar volt-822

age derived here when polar cap motions are included [Φ′
PC ]

2 (in black). All four vari-823

ations have been normalised to the large peak that occurred towards the end of CME1824

and all are for no introduced synthetic lag (i.e., δt = 0). The power input predicted by825

Dang et al., Pi, has been lagged by 0.6hrs in this plot to give optimum agreement, we826

presume this accounts for propagation and response lags. We can see that, with this lag,827

Pi agrees very well with the variations in Φ2
PC and [Φ′

PC ]
2 predicted here. Pi was de-828

rived from the observed solar wind and IMF parameters using the statistical convection829

model of Weimer (2005). If we use a simple resistor analogy the power deposited is pro-830

portional to the square of the voltage and so the square of the transpolar voltage is a831

simple proxy metric of Joule heating rate and indeed Robinson and Zanetti (2021) do832

find a good statistical square-law relationship between the two for the 27 geomagnetic833

storm events that they studied (see their Figure 2d). Hence the use of a steady-state con-834

vection model, driven by the upstream solar wind and IMF, yields a very similar global835

heating variation to that inferred here using the ECPC model. Note that SYM-H is of836

relevance to magnetospheric energetics being related to the energy content of the ring837

current; however, that relationship is not a straightforward one (Sandhu et al., 2021; Robin-838

son & Zanetti, 2021). Of interest in the time series studied here is the fact that peaks839

in Joule heating of the ionosphere after each CME are associated with the time of en-840

hanced auroral activity as identified by the bursts of enhanced -SML and enhanced ΦN .841

However, a lower level of Joule heating does continue after -SML declines when SYM-842

H remains enhanced and the polar cap flux FPC is decaying slowly. This appears to be843

due to the “quiet” open flux loss that is not associated with SML and energy stored in844

the tail lobes is quietly (without auroral electrojet activity) deposited in both the iono-845

sphere and ring current.846

Figure 10a shows that the proxy for global heating rate from our analysis [Φ′
PC ]

2
847

is similar to the results of the steady-state model of Weimer (2005). However, Figure 10b848

shows there is a major difference. The Weimer model predicts the same transpolar volt-849

age in the two polar caps and only some dipole tilt effects on conductivity would give850

any difference in Joule heating between the two hemispheres. We here predict that both851

the transpolar voltage and the Joule heating have strong Universal Time variations that852

are close to being in antiphase in the two polar caps. The precise behaviour depends on853

the Universal Time of the storm-time rise in ΦD and that is one reason why CME1 and854

CME2 have such different effects in these events. Figure 10b shows that during CME1855

the two hemispheres show similar temporal variations in [Φ′
NC ]

2 and [Φ′
SC ]

2 but the south-856

ern hemisphere value is considerably larger. During CME2, [Φ′
SC ]

2 again dominates ini-857

tially but for the peak at the end of the passage of CME2 the Joule heating is dominated858

by [Φ′
NC ]

2. Therefore, although the two methods predict very similar global Joule heat-859

ing power, the temporal variation of the deposition into the two polar caps is more com-860

plex in our analysis. The behaviour during CME2 is more complex than for CME1 be-861

cause, in addition to the pole motions, the ΦN rise is delayed after the causal rise in ΦD862

(see Figure 6a).863

The bottom panel of Figure 10 shows the combined effect of introducing synthetic864

lags δt in arrival time at Earth in the range [0:2:12] hrs, via both the R-M and pole-motion865

effects. It shows the [Φ′
PC ]

2 variations for each value of δt, derived as described above.866
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Figure 10. Analysis of the effects of CME arrival time. (a) shows (in mauve) the variation of

the SYM-H geomagnetic index; (in green) the power deposited in the auroral ionospheres, Pi, as

modelled for these events by (Dang et al., 2022); (in orange) the square of the transpolar voltage

neglecting pole motions, as shown in green in Figure 9a, Φ2
PC ; and (in black) the square of the

average polar voltage with pole motions, as shown in black in Figure 9c, [Φ′
PC ]

2. All four are nor-

malised by their peak value towards the end of the passage of CME1 and all three are shown in

the panel without any synthetic lag δt being introduced other than for Pi which has been lagged

by 0.6hrs. (b). shows the variations of the square of the transpolar voltages in the northern and

southern polar caps allowing for pole motions, [Φ′
NC ]

2 and [Φ′
SC ]

2, respectively. In (c) the inter-

planetary data sequences are lagged by δt but the IMF orientation factor in GSM recomputed

for the different UT of arrival in evaluating ΦD (the Russell-McPherron effect, R-M) as well as

the different phase of the diurnal cycles of pole motions (the pole motion effect). The response of

the nightside reconnection voltage ΦN is assumed to be the same in waveform (but lagged by δt)

as that for δt = 0 but is scaled such that the integral over the calibration interval matches the

integrated revised ΦD. For each lag (Φ′
NC) and (Φ′

SC) are computed. The plot shows the square

of the average of the two, [Φ′
PC ]

2 as a function of time for δt which is varied between 0 (black

line, as also shown in part a) and 12hrs (blue line).
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Figure 10c demonstrates that the peak [Φ′
PC ]

2 at the end of CME1 would have been867

considerably smaller if the event had arrived some hours later. Figure 11 analyses the868

relative contribution of the R-M effects and the pole motions to the combined variation869

with arrival time shifts δt between -12 hrs and +12 hrs (δt = [-12:0.1:12]hrs). The event870

is here taken to be between the start of d-o-y 34 and d-o-y 36.5 (in unshifted time) which871

runs from the start of CME1, to near the end of the recovery from CME2. Figure 10a872

shows that [Φ′
PC ]

2 is a plausible approximate proxy for the global Joule heating rate and873

the maximum and event-integrated values are computed for each value of δt. Part (a)874

shows the variations for the peak [Φ′
PC ]

2 which occurs at the end of CME1. Part (b) shows875

the integral of [Φ′
PC ]

2 over the event interval, as defined above. It can be seen in Part876

(a) that the R-M effect (in mauve) is relatively minor for the induced UT changes in the877

peak power deposited, the total variation (in black) of the peak being dominated the pole-878

motion effect (in green). In this case, the R-M effect causes the opposite effect on the879

peak to the pole motion: this is not a general result, for example, the R-M effect would880

be reversed if the IMF [BY ]GSE had the opposite polarity. Hence the two effects tend881

to cancel in this case, but because the pole-motion effect is larger the net effect is still882

considerable. However for the integrated power deposited by the two CMEs, shown in883

Part (b), the variations caused by the two effects are more similar in amplitude and not884

so close to being in antiphase and the net effect is smaller but still present.885

The combination of the two effects causes a variation in the peak [Φ′
PC ]

2 between886

82.7% at δt = 10.8hrs (and at δt = −13.2hrs) and 100.4% at δt = 0.8hrs showing887

that the CME events arrived at almost the optimum UT for generating maximum heat-888

ing effect in the thermosphere and that the peak would have been 17.3% smaller if the889

the event had arrived 13.2 hours earlier or 10.8 hours later. It should be noted that the890

R-M effect depends on the temporal variation of the IMF Y and Z components in GSE891

just before or after the peak (for δt > 0 and δt < 0, respectively, and so the R-M ef-892

fect on the peak in other events could be considerably different. The integrated power893

over the event varies between 92.5% at δt = −11.6hrs (and 12.4 hrs) and 100.05% at894

δt = 0.2hrs. This is a smaller effect than that on the peak value but still considerable.895

It is interesting that the maximum in both curves is close to δt = 0, which shows896

that the thermospheric heating would have been smaller had the CMEs arrived at al-897

most any other UT.898

7 Discussion and Conclusions899

The introduction to this paper gave the occurrence probability of events of the mag-900

nitude of the 3-4 February 2022 events in the kp and am geomagnetic index datasets that901

extend back to 1932 and 1959, respectively. We have near-continuous IMF (with con-902

tinuous SML data) since 1995 and to compare with the geomagnetic data occurrence statis-903

tics it is important to use the subset of the index datasets over the same interval. The904

reason is that the decline in the open solar flux since 1985 has caused a similar long-term905

decline in geomagnetic activity (Lockwood et al., 2022). The kp and am indices after906

both the CME impacts in the events studied here peaked at 5+ and 84nT , levels that907

have been detected or exceeded, for, respectively, 1.22% and 1.13% of the years 1995-908

2021, inclusive. The figure for the am index is the most significant because it has the909

most uniform response to solar wind forcing with time-of-year and Universal Time of all910

the geomagnetic indices because it employs the most uniform geographical network of911

stations, using two hemispheric rings of near-equispaced mid-latitude stations (Lockwood,912

Chambodut, et al., 2019).913

It is interesting to compare with the -SML index which, in 10-minute running means,914

peaked at 1348nT and 1059nT after CME1 and CME2, respectively. These values have915

been detected or exceeded 0.07% and 0.23% of the interval 1995-2021. Similarly the 10-916

minute running means of the inferred dayside magnetopause reconnection voltage ΦD917
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Figure 11. The computed effect of variation in the UT of arrival of the interplanetary distur-

bance on the [Φ′
PC ]

2 proxy for thermospheric Joule heating rate. The mauve lines show the effect

of δt on [Φ′
PC ]

2 via the R-M effect and the green lines show the effect via the phase of the diurnal

pole motions. The black lines show the combination of both effects. All three are shown as a

function of the synthesised lag in the UT of the events’ arrival, δt. (a) shows the variations in the

amplitude of the large peak in [Φ′
PC ]

2 at the end of CME1 and (b) shows the variations for the

integral of [Φ′
PC ]

2 over the lagged event (between decimal day of year 34+ δt/24 and 36.5+ δt/24,

where δt is in hours).
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peaked at 148.2kV and 103.7kV after CME1 and CME2, values that were found for 0.13%918

and 0.63% of the same interval. Hence the events were significantly more unusual and919

extreme in the -SML and ΦD values than in the 3-hourly planetary indices.920

We have here investigated the magnetospheric response to the two CMEs that im-921

pacted Earth on 3 and 4 February 2022 and famously led to the loss of many recently-922

launched Starlink satellites. Using statistical relationships to derive the variations in re-923

connection rate in the dayside magnetopause and in the cross-tail current sheet from the924

observed variations of interplanetary space and of the SML auroral electrojet index. We925

find that, in addition to a loss rate of magnetospheric open flux related to SML, that a926

smaller loss rate, not detected by SML but proportional to the open flux is needed to927

prevent unfeasibly large polar cap fluxes (below about 1 GWb). Using a loss rate time928

constant of τN = 6.8min we match the polar cap diameters inferred from auroral im-929

ages, making the simplifying assumption of a circular polar cap.930

The dawn-dusk diameter of the open polar cap inferred in this way was than used931

to compute the voltage contributions made by the diurnal pattern of polar cap motions932

in a geocentric frame. We then use this, along with the well-understood Russell-McPheron933

effect on magnetopause voltage, to evaluate what the response would have been, and in934

particular a proxy for the Joule heating of the themosphere, if the CME’s had arrived935

at different Universal Times.936

We have shown that the CMEs in the events of early February 2022 arrived at close937

to the Universal Time which gave optimum heating of the thermosphere. This is par-938

ticularly true for the peak of the heating burst at the end of the first CME, but is also939

true for the integrated heating over the duration of both CME events and their imme-940

diate aftermath. We show that the heating peak could have been lower by up to 17.3%,941

and the integrated heating lower by up to 7.5%, had the events arrived roughly 12 hours942

earlier or 12 hours later.943

This adds another dimension to prediction of terrestrial space weather events: we944

have known for many years that we need to develop techniques to better predict the IMF945

field strength and orientation embedded in events, but we need to also predict the time-946

of arrival with some accuracy to make best use of that information and predict the geo-947

effectiveness of the event.948
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