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Abstract17

Improving the understanding of mechanisms involved in low miscible displacement ef-18

ficiency is significant for a wide spectrum of applications in subsurface, from environ-19

ment such as groundwater remediation and CO2 sequestration to energy extraction such20

as enhanced oil recovery and geothermal recovery. Two key limiting factors to the ef-21

ficiency are viscous fingering (VF) instability and dead-end pores in porous media. Pre-22

vious research on VF simply assumes all pores are well connected and fluids can be mo-23

bilized by convection. However, fluids trapped in dead-end pores, such as non-aqueous24

phase liquids (NAPLs) in groundwater remediation, are inaccessible to convection, re-25

sulting in even less efficient displacements. Instead of the classic convection-diffusion/dispersion26

equation, in this work, we use a fundamentally different capacitance model to incorpo-27

rate the mass transfer between two pore types in miscible displacements. The hybrid pseudo-28

spectral and high-order finite difference methods are employed to solve the governing equa-29

tions in a fixed reference frame for simulating the flow dynamics. A new dissolution fin-30

gering (DF) mechanism is identified for the first time in miscible displacements. It is in-31

duced by VF and caused by slow dissolution of trapped NAPLs from dead-end pores to32

their adjacent well-connected pores. It is found the two fingering mechanisms interact33

and together determine the remaining NAPLs in the full ‘life cycle’ displacements. A sim-34

ple model is also developed to accurately predict the NAPL concentration behind the35

finger trailing front which has not been examined previously. Six flow regimes, four of36

which are new, are then identified.37

1 Introduction38

Miscible displacement processes in porous media, where the interfacial tension be-39

tween two fluids is zero, are of particular interest in a wide spectrum of applications such40

as soil and water contaminate remediation (Ali et al., 1995), CO2 sequestration (Riaz41

et al., 2006; Gooya et al., 2019), enhanced oil recovery (Orr & Taber, 1984), geothermal42

recovery (Vasilyeva et al., 2006), drug delivery (Escala et al., 2019), and chromatographic43

separation (Mayfield et al., 2005). However, one of the major challenges is that misci-44

ble displacements usually suffer from low displacement efficiency, which results from two45

broad reasons (Lake, 1989): (1) macroscopically, the displacing fluids with less viscos-46

ity tend to bypass the displaced fluids with high viscosity, resulting in the viscous fin-47

gering (VF) instability; and (2) microscopically, the displaced fluids that are trapped in48

stagnant pockets or dead-end pores in swept area in porous media cannot be directly flooded49

by the injected fluids. Instead, the fluid flows in adjacent well-connected pores induce50

an eddy inside the dead-end pores and a separatrix between the two types of pores, which51

prevent the trapped fluids in dead-end pores from being cleaned up (Kahler & Kabala,52

2016). The only mass transfer mechanism between them is molecular diffusion or dis-53

solution under concentration gradients (Imhoff & Miller, 1996), which is extremely slow.54

A schematic of remediation for non-aqueous phase liquids (NAPLs) using miscible dis-55

placements is shown in Fig. 1. Understanding and characterizing the fingering instabil-56

ity and mass transfer of trapped fluids from dead-end pores to well-connected pores are57

important for groundwater remediation as well as other applications in porous media with58

non-negligible dead-end pores.59

On one hand, the classic VF instability in miscible displacements has been exten-60

sively investigated in a large number of literature. Tan and Homsy (1988) first developed61

the reliable model to simulate the nonlinear VF dynamics. The authors implicitly as-62

sume that all pores in porous media are well connected, thus all fluids can be mobilized.63

The traditional convection-diffusion/dispersion equation can well characterize such dis-64

placement process. Since then, researchers used similar assumption for VF instability65

in a variety of scenarios for dispersion (Zimmerman & Homsy, 1991), heat transfer (Islam66

& Azaiez, 2010), mixing (Jha et al., 2011), inertia (Yuan & Azaiez, 2015), gravity effects67

(Shahraeeni et al., 2015), melting (Sajjadi & Azaiez, 2016), adsorption (Mishra et al.,68

2007; Rana et al., 2019), reaction (De Wit, 2020), or deposition (Sabet et al., 2020) in69
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(b)

(c)

Figure 1: Schematic of fingering instabilities and the cleanup of NAPLs in groundwater
remediation. (a) The VF instability is observed when the less viscous fluids miscibly dis-
place more viscous NAPLs that are formerly leaked. (b) The NAPLs in well-connected
pores (also called main channels) are easily cleaned up, but those in dead-end pores are
still trapped. (c) A dead-end pore in which an eddy is formed. The trapped NAPLs in
the dead-end pore is inaccessible to injected fluids through convection. These trapped
fluids are sometimes called immobile fluids. But in fact, they can flow to adjacent well-
connected pores through diffusion/dissolution under concentration gradient, causing
rebound of NAPL concentration level after remediation. Background figure courtesy of
EnviroSouth, Inc.

a simple Hele-Shaw cell (Sharma et al., 2020), heterogeneous (Tchelepi & Orr, 1994), or70

structured porous media (Al-Housseiny et al., 2012; Rabbani et al., 2018). In these stud-71

ies, the concentration of injected fluids is nearly 100% behind the VF trailing front in72

swept area, i.e., no displaced fluid is left in this region. This may be reasonable for porous73

media in which all pores are well connected. But it is unrealistic if there are non-negligible74

dead-end pores distributed in porous media in which NAPLs are trapped. Such fluids75

cannot be directly flushed thus inaccessible to convection, but they tend to slowly dif-76

fuse or dissolve to the fluids in their adjacent well-connected pores. Consequently, the77

concentration of NAPLs is not zero behind the finger trailing fronts. Such mechanisms78

disobey the traditional convection-diffusion/dispersion equation. A fundamentally dif-79

ferent model that could incorporate dead-end pore effects should be used. Moreover, most80

of previous researches focused on fingering dynamics till breakthrough of injected flu-81

ids in a moving reference frame. The benefit is that the highly accurate pseudo-spectral82

methods can be easily implemented because of the assumption of periodicity in all bound-83

aries (Tan & Homsy, 1988; Zimmerman & Homsy, 1991; Jha et al., 2011). However, these84

methods become invalid when breakthrough happens. Seldom recent studies extended85

to the flows after breakthrough in a fixed reference frame (Nijjer et al., 2018; Sabet et86

al., 2020). When the trapped fluids in dead-end pores are incorporated in displacements,87

the fixed reference frame should be used to avoid confusions when interpreting the re-88

sults. In addition, the fingering dynamics and variations of NAPLs after breakthrough89

are equally important with the those before breakthrough, as these remaining, trapped90

NAPLs are the main challenge in groundwater remediation and the major reason for the91

rebound of contaminate levels to above the regulatory limit after remediation stops (Kahler92

& Kabala, 2016).93

On the other hand, researches on dead-end pores in rocks can date back to 1950s94

(Turner, 1959). It was found that the dead-end pores and trapped fluids in them are the95

main reasons for the tailing phenomenon observed in a 1D stable core flooding exper-96
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iment in Enhanced Oil Recovery (EOR) (Lake, 1989). While in groundwater remedia-97

tion, they are the key limiting factors for improving the contaminate cleanup efficiency98

(Kahler & Kabala, 2016). To capture the effects of dead-end pores in miscible displace-99

ments, Coats and Smith (1964) proposed the capacitance model. It can match the con-100

centration of effluent fluids much better than the traditional convection-diffusion/dispersion101

equation. Using Coats and Smith (1964)’s model, Bretz et al. (1986) and Bretz and Orr102

(1987) indicate that the fraction of dead-end pores in porous media can be up to 34%,103

42%, 51% for certain Berea sandstone, Rock Creek sandstone, and San Andres carbon-104

ate rocks, respectively. Later, similar models were developed (van Genuchten & Wierenga,105

1976; Salter & Mohanty, 1982; Piquemal, 1993; Bai et al., 1995; Karadimitriou et al., 2016;106

Babaei & Islam, 2020). Moreover, a series of microfluidics and core flooding experiments107

as well as numerical modeling were conducted to examine the mass transfer between dead-108

end pores and well-connected pores (Wever et al., 2013; Shin et al., 2016; Kar et al., 2015;109

Lifton, 2016; Kahler & Kabala, 2016; Karadimitriou et al., 2016). However, these stud-110

ies did not consider how the fingering instabilities under unfavorable viscosity ratio in-111

fluence the local distributions of NAPLs trapped in dead-end pores in miscible displace-112

ments. There is a gap in literature on the interactions between fingering instabilities (macro-113

scopic) and dissolution of displaced fluid from dead-end pores (microscopic). It is clear114

that both of them affect the overall performances of miscible displacements. Although115

the importance of these two aspects has been discussed by Lake (1989) in EOR and Roy116

et al. (1995) in the cleanup of coal tar using miscible solvent, it is however unclear how117

in detail they interact and determine the cleanup of NAPLs in the full ‘life cycle’ dis-118

placements in porous media with non-negligible dead-end pores. Note that they are not119

separate but coupled in displacement processes. There is also lack of fundamental un-120

derstanding of the flow mechanics for miscible displacements in this specific porous medium.121

In this work, we will address these issues through numerical simulations. Highly accu-122

rate pseudo-spectral method and high order finite difference methods will be used to cap-123

ture existing VF as well as identifying new fingering dynamics.124

The present work is fundamentally different with a variety of previous studies on125

VF instabilities. Instead of assuming miscible displacements take place in porous me-126

dia with all pores well connected, as most of researchers have done, we explicitly incor-127

porate the fraction of dead-end pores and dissolution of trapped fluids to well-connected128

pores. Because of this, we will use the capacitance model proposed by Coats and Smith129

(1964), rather than traditional convection-diffusion/dispersion equation, for fluid flows130

and mass transfer in the same and different pore networks. The major novelties of this131

work include: (i) a new dissolution fingering (DF) mechanism is identified in porous me-132

dia with dead-end pores in miscible displacements. It is induced by the preferential paths133

of VF and due to the slow dissolution of trapped NAPLs from dead-end pores to well-134

connected pores. The interaction of VF and DF instabilities is also characterized for the135

first time; (ii) the two fingering instabilities on the remaining NAPLs for the full ‘life cy-136

cle’ displacements are well characterized in both well-connected and dead-end pore net-137

works, instead of only focusing on the displacements before breakthrough in previous stud-138

ies; and (iii) six flow regimes are identified, four of which have never been reported.139

2 Mathematical Models140

2.1 Physical Model141

We assume the miscible displacements in the cleanup of NAPLs in groundwater142

system take place in a 2D horizontal porous medium, as shown in Fig. 2. The porous143

medium is homogeneous with length Lx and width Ly. Initially, it is saturated by NAPLs144

with a high viscosity µ2. The miscible fluids such as solvent with less viscosity µ1 are145

injected from the left boundary to displace NAPLs at a constant, uniform injection rate146

U . The displaced fluids are then produced freely from the outlet. The initial interface147
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Figure 2: Schematic of miscible fingering instabilities in porous media.

of two fluids is located at x0. To simply the problem, we further assume all fluids are148

incompressible, and the flows are in the laminar regime.149

For the porous media with non-negligible dead-end pores, we assume the fractions150

of well-connected and dead-end pore networks are f and 1−f , respectively, in any con-151

trol volume in the total pore space. In other words, the distribution of dead-end pores152

is uniform in the whole porous media. Once the NAPLs in well-connected pores are flushed,153

those in dead-end pores will slowly diffuse or dissolve to the fluids in their adjacent well-154

connected pores. Such mass transfer depends on many factors (Jasti et al., 1988). For155

simplicity, here we refer it to dissolution and do not distinguish the differences between156

diffusion and dissolution. Note this is different with the solid dissolution discussed in Sajjadi157

and Azaiez (2016) for melting or Szymczak and Ladd (2009) for wormhole formation.158

It should also be mentioned that the adsorption of NAPLs by rock matrix is not con-159

sidered here, although it has similar tailing phenomenon in effluent fluids (Mishra et al.,160

2007; Rana et al., 2019).161

2.2 Governing Equations162

The miscible displacements in porous media with non-negligible dead-end pores can
be described by the following equations in the dimensional form:

∇ · u = 0 (1)

∇P = −µm
k

u (2)

f
∂Cm
∂t

+ (1− f)
∂Cim
∂t

+
u

φ
· ∇Cm = D∇2Cm (3)

∂Cim
∂t

= α(Cm − Cim) (4)

where u = (u, v) denotes the 2D Darcy velocity vector in well-connected pore network;163

P pressure; µ viscosity; k permeability; C concentration; t time; φ total porosity, and164

D is a constant coefficient. Subscripts m and im represents the fluids in well-connected165

and dead-end pore networks, respectively. α is the first-order mass transfer rate coef-166

ficient between two pore types. For convenience, in the following, the term µm/k is sim-167

ply written as µm since k is assumed to be constant in this study.168

Equations (3) and (4) are called capacitance model which is first proposed by Coats169

and Smith (1964) to incorporate the effects of stagnant volume (i.e., the dead-end pores)170

in porous media. Although later there are other similar models proposed, we will not dis-171

tinguish their differences and employ Coats and Smith (1964)’s model in this study. Dif-172
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ferent with the original model, we separate α and 1 − f in Eq. (4). This does not af-173

fect the simulations or results but will allow us to analyze the effects of f and α sepa-174

rately in future research. Note the coefficient D can be either a constant diffusion or dis-175

persion coefficient in this study. But it can be extended to the case considering concentration-176

dependent diffusion and/or velocity-induced, anisotropic dispersion (Yuan et al., 2017a),177

depending on different scenarios and applications. Previous studies indicate that the dis-178

persion anisotropy does not affect the qualitative features of flow dynamics (Zimmerman179

& Homsy, 1991; Jha et al., 2011; Ghesmat & Azaiez, 2008; Sabet et al., 2020). There-180

fore, in this work, we use a constant D and will solve the equations in dimensionless form.181

To non-dimensionalize the governing equations (1)-(4), the diffusive scaling is used182

(Sajjadi & Azaiez, 2013).183

(x∗, y∗) =
(x, y)

Dφ/U
; u∗ =

u

U/φ
; t∗ =

t
Dφ2

U2

; C∗m =
Cm
C2

;

C∗im =
Cim
C2

; µ∗ =
µ

µ1
; P ∗ =

P

µ1Dφ

(5)

The star symbols represent dimensionless parameters. With the diffusive scaling and af-
ter integrating Eq. (4) into Eq. (3), the governing equations in dimensionless form are,

∇ · u∗ = 0 (6)

∇P ∗ = −µ∗mu∗ (7)

f
∂C∗m
∂t∗

+Da(1− f)(C∗m − C∗im) + u∗ · ∇C∗m = ∇2C∗m (8)

∂C∗im
∂t∗

= Da(C∗m − C∗im) (9)

where Da = αDφ2/U2 is the Damköhler number which is the ratio of a characteris-184

tic time for convection to a characteristic time for mass transport between two pore types185

(Lake, 1989). Note the definition of Da in this work is different with those in reactive186

flows (Almarcha et al., 2010) or wormhole formation (Szymczak & Ladd, 2009). Based187

on diffusive scaling, the coefficient D appears in the Péclet number Pe = ULx/(Dφ)188

which represents the length of the domain in dimensionless form.189

Similar to the previous study (Tan & Homsy, 1988), the viscosity-concentration
relation is given by

µ∗m = eRC
∗
m (10)

where R = ln(µ2/µ1) is the log ratio of NAPL viscosity to that of injected fluids. Equa-190

tion (10) is applied to the fluids in well-connected pore network. In this work, there is191

no need to calculate the viscosity of fluids in dead-end pores as they are inaccessible to192

convection. This is also reflected by the convection term u∗ ·∇C∗m in Eq. (8) which is193

only for C∗m. Because of this, the Darcy’s law is also only used for fluids in well-connected194

pore network, as shown in Eq. (7).195

Note all the equations in this work are given and will be solved in a fixed reference196

frame. This will bring substantial advantages and avoid confusions when analyzing fin-197

gering dynamics and variations of remaining NAPLs. On the contrary, if a Lagrangian198

moving reference frame is used for the present research, as what have been done by most199

of previous researchers (Tan & Homsy, 1988; Islam & Azaiez, 2005; Jha et al., 2011), the200

instantaneous swept area in dead-end pore network will move at a constant injection rate,201

making the results hard to understand and interpret. Another advantage is that the flows202

can be simulated for any long time after breakthrough using a fixed reference frame, while203

the moving reference frame is only valid in the flow direction before breakthrough. Since204

one of our focuses is to characterize the remaining NAPLs in the full ‘life cycle’ displace-205

ments, the fixed reference frame is the best option.206

In the following, for convenience, all the asterisks are dropped.207
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2.3 Streamfunction-Vorticity Formulation208

The velocity is not solved directly, instead, the streamfunction-vorticity formula-
tion is used for the velocity terms, as shown in the following.

u = 1 +
∂ψ

∂y
(11a)

v = −∂ψ
∂x

(11b)

ω =
∂v

∂x
− ∂u

∂y
= −∇2ψ (11c)

The advantage is that the continuity equation (6) can be automatically met. In Eq.209

(11a), the velocity u is expressed as the sum of a constant base state and a perturba-210

tion term ∂ψ
∂y .211

Taking curl of Darcy’s law (Eq. 7) and eliminating the pressure term, we obtain

ω = −R
[
∂ψ

∂x

∂Cm
∂x

+
(∂ψ
∂y

+ 1
)∂Cm
∂y

]
(12)

Equation (8) then takes the form of,

f
∂Cm
∂t

+Da(1− f)(Cm − Cim) +

(
1 +

∂ψ

∂y

)
∂Cm
∂x
− ∂ψ

∂x

∂Cm
∂y

= ∇2Cm (13)

Equations (12), (13), and (9) will be solved for Cm, Cim, and ψ using the numerical tech-212

niques discussed in the next section.213

2.4 Numerical Techniques214

To accurately and efficiently solve the governing equations while considering the215

actual fluid flows, we first make several assumptions on the initial and boundary con-216

ditions. We assume an initial sharp front between the injected fluids and NAPLs is lo-217

cated at x0 = 1/64 of the domain in x direction. This does not affect the results but218

allows us to add random perturbations on the initial front to initiate the fingering in-219

stabilities. Both displacing fluids and NPALs are distributed uniformly in the domain220

at the initial time. As to boundary conditions, we assume Cm = Cim = 0 at left bound-221

ary (inlet) for all the times due to the injection of displacing fluids. For the right bound-222

ary (outlet), fluids are allowed to flow out freely. In y direction, a periodic boundary con-223

dition is employed, same with the previous researches (Tan & Homsy, 1988; Islam & Azaiez,224

2005; Sabet et al., 2020).225

With the above conditions, the combination of several advanced numerical tech-226

niques is used. First, a pseudo-spectral method, the Fast Harlety Transform, is used to227

calculate the y derivatives because of the periodicity (Islam & Azaiez, 2005). While in228

x direction, the sixth-order finite difference method is used for x derivatives (Lele, 1992;229

Sari & Gürarslan, 2009).230

For time advancement, the second-order fully implicit alternating-direction implicit231

(ADI) method is used (Islam & Azaiez, 2005) to solve Eqs. (8) and (9). A whole time232

step ∆t is divided into two equal half time step. In each half time step, a tridiagonal sys-233

tem of equations is obtained and solved using the Thomas matrix algorithm (Hoffman234

& Frankel, 2001). More details for the implementation of ADI method in the domain and235

at boundaries can be found in Appendix A. These techniques are capable of capturing236

the complex nonlinear fingering dynamics in the full ‘life cycle’ displacements for Pe up237

to 10,000 at R = 3.238

To validate our self-developed codes, the following tests have been performed. First,239

we used two different methods for the calculations of x derivatives by (i) imposing a pe-240

riodic extension of displacement front in the downstream of the domain (Tan & Homsy,241
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1988; Zimmerman & Homsy, 1991; Yuan et al., 2017b); and (ii) simply doubling the whole242

domain in the flow direction. These methods enforce periodicity in x direction so that243

the Fast Hartley Transform is used for calculating x derivatives. While exactly the same244

fingering dynamics is obtained comparing with our sixth-order finite difference method245

(FDM), these two methods are however incapable for our research. Specifically, the first246

method creates two interfaces along the flow direction in the domain. In a fixed refer-247

ence frame, it is only valid before the two interfaces interact or the right interface reaches248

the right boundary, whenever which one happens earlier. The flows after breakthrough249

cannot be modeled using this method. The second method can simulate the flows for a250

longer time, but it also suffers the similar issues. Moreover, it needs more computational251

time because of the doubled domain. In contrast, our high-order FDM method can achieve252

the spectral accuracy, need less time, and is capable of simulating the flows for an in-253

finite long time after breakthrough. Second, we compared our results for a stable dis-254

placement at R = 0 with the analytical solution given by Brigham (1974). A perfect255

match on the spatial and temporal variations of concentration profiles is obtained. Third,256

we set f = 1 (no dead-end pores in porous media) and compared our fingering dynam-257

ics with that in Islam and Azaiez (2005) and Yuan and Azaiez (2014). An acceptable258

agreement was obtained in terms of VF count, length, and width. Finally, we varied the259

time step ∆t and grid size Nx and Ny, and results are stable in different tests. In this260

work, we fixed ∆t = 0.1 and Nx = Ny = 512, which allows us to accurately capture261

the complex fingering dynamics while completing the simulations in an acceptable length262

of time.263

In this work, unless mentioned otherwise, we fix the values of parameters such that264

the fraction of well-connected pores f = 0.6 (i.e., fraction of dead-end pores is 1−f =265

0.4), Damköhler number Da = 0.001, Péclet number Pe = 2000, log viscosity ratio266

R = 3, and aspect ratio of the domain A = Lx/Ly = 2. The values of Da and f are267

chosen based on measurements in core flooding experiments by Baker (1977). The Pe268

and R are within the ranges reported in literature (Tan & Homsy, 1988; Jha et al., 2011;269

Meng & Guo, 2016). Although they all have strong influences on fingering dynamics and270

variations of NAPLs, a parametric study will however be conducted in the future. In the271

following discussions, C represents the concentration for traditional case without con-272

sidering dead-end pores, while Cm, Cim, and CT represent those in well-connected pores,273

dead-end pores, and overall porous media, respectively.274

3 Results and Discussion275

In this section, we first examine the flow dynamics and compare with classic vis-276

cous fingering (VF) instability without considering dead-end pores. A new dissolution277

fingering (DF) is reported in miscible displacements. We then focus on the variations278

of y-averaged NAPLs and establish a simple model to accurately predict the remaining279

NAPLs behind the finger trailing front. At the end, we discuss six flow regimes we iden-280

tified in the full ‘life cycle’ displacement processes.281

To avoid confusions, VF means either the classic fingering without dead-end pores282

or that in well-connected pore network when dead-end pores are considered in porous283

media in this work. The DF is only for fingering in dead-end pore network, while we sim-284

ply refer the fingering instabilities for the flow dynamics in the whole porous media with285

dead-end pores.286

3.1 New Dissolution Fingering Instabilities287

Figure 3 depicts the concentration profiles in porous media with and without con-288

sidering the dead-end pores at time t = 985. Yellow and dark colors represent the in-289

jected solvent and NAPLs, respectively. At an initial time, a sharp interface between two290

fluids is located at the 1/64 of the domain in x direction (not shown in this plot). Later,291

as displacements continue, the interface becomes unstable and eventually highly distorted292
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(a) (b)

(c) (d)

Figure 3: The 3D surface (upper) and 2D contour (lower) plots of fingering instabil-
ities in miscible displacements at time t = 985, Pe = 2000, and R = 3. Yellow and
dark colors represent injected solvent and NAPLs, respectively. (a) Concentration pro-
files C in porous media without dead-end pores (f = 1.0). (b)-(d) Concentration pro-
files for Cm in well-connected pore network, Cim in dead-end pore network, and CT
(CT = f ·Cm + (1− f) ·Cim) in the whole porous media with dead-end pores, respectively,
at f = 0.6 and Da = 0.001.
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with the finger tips reaching the right boundary, resulting in the breakthrough of injected293

fluids. An animation of the full ‘life cycle’ displacement processes can be found in Sup-294

plementary information.295

Specifically, the viscous fingering (VF) structures for the case without considering296

dead-end pores in porous media in Fig. 3a are consistent with what reported previously297

(Tan & Homsy, 1988) on the two aspects: (1) when breakthrough happens at time t =298

985, a large amount of NAPLs is unswept (the dark color in Fig. 3a); and (2) the con-299

centration of NAPLs behind the VF trailing front is 0, indicating the NAPLs are com-300

pletely cleaned up in this region. As discussed previously, this is reasonable if there is301

a negligible proportion of dead-end pores in porous media, thus all NAPLs are mobile302

and can be directly flushed in swept area. However, this model is unrealistic consider-303

ing the fact that significant amount of water or solvent is needed to reduce the contam-304

inant to regulatory limit as well as the rebound of contaminant concentration after the305

pump-and-treat process stops (Kahler & Kabala, 2016). The effects of dead-end pores306

in subsurface porous media should be incorporated.307

Figures 3b-d depict the concentration profiles at t = 985 in porous media with308

40% dead-end pores (f = 0.6). Although similar unstable flows are observed compared309

to Fig. 3a, different fingering characteristics and new instability mechanism can be iden-310

tified. Specifically, the breakthrough of injected fluids happens earlier at f = 0.6 and311

Da = 0.001 as the convection takes place only in well-connected pore network (60%312

of the total porosity). However, the fingering tip splitting is much weaker. This is mainly313

because the trapped NAPLs dissolve to the displacing fluid and increase its viscosity, lead-314

ing to the reduction of effective viscosity ratio.315

Another obvious difference, compared with Fig. 3a, is that the concentration of NAPLs316

Cm and CT gradually increases from 0 at the inlet, indicating the NAPLs cannot be com-317

pletely cleaned up even in the well-connected pores. This is because of the slow disso-318

lution of trapped NAPLs (Cim) from the dead-end pores to well-connected pores. Since319

the dead-end pores are inaccessible to convection, they act like a source of NAPLs. This320

effect will last for a long time in the displacements.321

From another point of view, due to the low dissolution rate, the trapped NAPLs322

in dead-end pores cannot be cleaned up immediately when the injected fluids sweep the323

adjacent well-connected pores. The temporal and spatial distributions of such NAPLs324

(Cim), after displacements start, are determined by the dimensionless dissolution rate325

Da and the time-varying preferential flow paths of injected fluids in well-connected pore326

network. In other words, it is the dissolution and VF instability that induces the unsta-327

ble, non-uniform distribution of NAPLs in a finger-like pattern in dead-end pore network.328

We therefore refer this new fingering mechanism to dissolution fingering (DF) or VF in-329

duced fingering, as shown in Fig. 3c. This is the first time that the DF is reported in330

miscible displacements. It is different from what reported by Imhoff and Miller (1996),331

Imhoff et al. (1996), and Zhao et al. (2011) where the DF is identified in immiscible dis-332

placements and induced by the change of relative permeability and non-uniform distri-333

bution of the NAPL ganglia in porous media without dead-end pores. Their DF struc-334

tures are also much simpler. However, in both scenarios, the dissolution plays a role in335

forming the DF instability.336

Although the DF is induced by VF, it does not exactly mimic the instantaneous337

VF structures. Instead, the DF is formed by the accumulated dissolution of NAPLs along338

the time-varying preferential flow paths of injected fluids in well-connected pore network.339

Therefore, in the corresponding region behind the VF trailing front in Figs. 3b and 3c,340

the Cim exhibits clear unstable structures, while the Cm gradually increases in a stable341

way in the same region. Note that the Cm and Cim are coupled and affect each other,342

resulting in different fingering instabilities and NAPL distributions in the overall porous343

media (CT ) in Fig. 3d, compared to those in Fig. 3a.344
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(a)

C

Cm

Cim

CT

(b)

Figure 4: The comparison of concentration profiles at time t = 2000, Pe = 2000, and R
= 3 with and without considering dead-end pores in porous media for C, Cm, Cim and
CT . (a) Concentration fields and contours. (b) y-averaged concentration profiles. x is the
length of the domain and varies from 0 to Pe in dimensionless form. Point A corresponds
to the trailing front of VF for C at location around 0.47 of the domain in longitudinal
direction (without dead-end pores in porous media). Points A′, B, D are the y-averaged
concentration for Cm, Cim, and CT , respectively, at the same location. Point E corre-
sponds to the trailing front of Cm.

3.2 NAPLs Behind the Finger Trailing Front345

We also plot the concentration fields and y-averaged concentration profiles at t =346

2000, as shown in Fig. 4. For convenience, we define the finger trailing front xt/Pe as347

the location when the backward fingers of displaced fluids do not have obvious effects348

on fluid concentration. This corresponds to the line A and E for C and Cm, respectively,349

in Fig. 4a.350

Although focusing on different aspects, most of the previous studies on fingering351

dynamics and their effects on sweep efficiency are limited to the displacements till break-352

through in porous media without dead-end pores (Tan & Homsy, 1988; Chen & Eckart,353

1998; Islam & Azaiez, 2005; Ghesmat & Azaiez, 2008; Sajjadi & Azaiez, 2014; Norouzi354

& Shoghi, 2014). In their models, there is no need to study the variations of fluids (NAPLs355

in this case) behind the finger trailing fronts as the displaced fluids are completely cleaned356

up, meaning their concentration is 0 in this region. However, as indicated in Figs. 3 and357

4, a certain concentration of NAPLs remains behind the finger trailing fronts in both well-358

connected and dead-end pores in this study. In this section, we first analyze the varia-359

tions of NAPLs concentration by examining the concentration fields, contours, and y-360

averaged concentration profiles. We then develop the empirical model to predict the y-361

averaged concentration profiles behind the finger trailing front.362

Several important observations can be obtained in Fig. 4. First, for the case with-363

out dead-end pores, the concentration C varies from 0.01 to 0.9 sharply ahead of the fin-364

ger trailing fronts (right side of line A, xt/Pe ≈ 0.47 of the domain to downstream),365

while C is nearly 0 at upstream (left side of line A, upstream to xt/Pe ≈ 0.47 of the366

domain). This is confirmed by the y-averaged concentration profile in Fig. 4b. In com-367

parison, if the porous media contain 40% dead-end pores (f = 0.6), the concentration368
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(a) (b)

(c) (d)

Figure 5: y-averaged NAPL concentration profiles at Pe = 2000 and R = 3 for (a) C
without dead-end pore effects, (b) Cm for well-connected pore network, (c) Cim for dead-
end pore network, and (d) CT for the overall porous media (in plots b-d, f = 0.6 and
Da = 0.001). Same curve styles are used for different concentrations at their correspond-
ing times. Dark solid circles represent the locations of fingering trailing fronts xt/Pe at
different times.

contours and y-averaged concentration profiles for Cm, Cim, and CT increase smoothly369

in the flow direction. Specifically, behind the finger trailing fronts (left side of line E in370

Fig. 4a), the NAPL concentration Cm varies from 0.01 to 0.2, while the Cim is much higher371

with Cim = 0.1 even at the inlet. Overall, the concentration of remaining NAPLs CT372

in the whole domain varies from 0 to up to 0.4 behind the finger trailing front, a large373

difference with that of C without dead-end pores.374

Note when locating finger trailing fronts xt/Pe, the values of concentration are not375

exactly the same for the scenarios with and without considering dead-end pores. How-376

ever, the same criterion is applied; the y-averaged concentration profiles exhibit quite377

different characteristics behind and ahead of the finger trailing fronts. For example, be-378

hind the finger trailing fronts in Fig. 4b, either C is 0 or Cm changes in a certain pat-379

tern (left side of points A and E). While ahead of the finger trailing fronts (right side380

of points A and E), both C and Cm exhibit obvious fluctuations because of the strong381

fingering instabilities. Note that for the case considering dead-end pores, we use the changes382

of Cm to determine its finger trailing front, instead of Cim or CT . This is because the383

concentration gradient in well-connected pore network is sharper near the finger trail-384

ing front, as shown in Figs. 3 and 4.385
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Figure 6: The variation of finger trailing fronts xt/Pe with time at Pe = 2000 and R =
3. Blue curve and symbols are for that without dead-end pores (C). Red curve and sym-
bols are for that with dead-end pore effects (Cm at f = 0.6 and Da = 0.001). Symbols
represent the xt/Pe obtained from the y-averaged concentration profiles using nonlinear
numerical simulation. Straight lines are obtained by curve fitting.

A more complete comparison of the y-averaged concentration profiles is shown in386

Fig. 5. A contact zone or mixing zone can be defined when the y-averaged concentra-387

tion of NAPLs starts to increase from 0 to 1 (Tan & Homsy, 1988; Jha et al., 2011). For388

the classic case without dead-end pores in porous media, the contact zone moves towards389

the downstream of the domain with time, as shown in Fig. 5a. This is consistent with390

the previous research (Tan & Homsy, 1988), although a moving reference frame is used391

there. However, when the porous media contain 40% dead-end pores, the contact zone392

for the overall concentration CT always starts from the inlet as the NAPLs in dead-end393

pores Cim cannot be cleaned up completely.394

Ahead the xt/Pe (downstream), the variations of y-averaged concentration pro-395

files for Cm, Cim, and CT are too much strongly affected by fingering instabilities and396

can only be obtained through nonlinear numerical simulations, as shown by the fluctu-397

ations of curves in Fig. 5. While behind the finger trailing front, their variations seem398

to follow a certain pattern and may be accurately predicted by a simple empirical model.399

Note in this region, the fingering instabilities still play a role in concentration contours400

and y-averaged concentration profiles. Thus, an analytical solution cannot be achieved401

to predict their variations. Since it is for the region behind fingering trailing front, we402

start with the propagation rate of this front xt/Pe.403

The propagation of finger trailing fronts xt/Pe with time is represented by the dark404

solid circles in Fig. 5a and 5b and plotted in Fig. 6 with symbols. xt/Pe seems to prop-405

agate at a constant rate for both cases with and without dead-end pores in porous me-406

dia, as indicated by the curve fitting. The finger trailing front for Cm propagates nearly407

two times faster than its counterpart C without dead-end pore effects. At a later time,408

the trailing front for C (blue symbols) moves slightly faster. This linear relation for Cm409

allows us to determine the region that our simple empirical model is valid for predict-410

ing y-averaged concentration without needing time-consuming nonlinear simulations.411

Since the overall concentration CT is determined by Cm in well-connected pore net-412

work and Cim in dead-end pore network (i.e., CT = f ·Cm+(1−f)·Cim), we first ob-413
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Figure 7: Prediction of y-averaged concentration profiles behind the finger trailing fronts.
(a) Cm, (b) Cim, and (c) simulated vs. predicted CT . In plot (a), solid lines are from non-
linear numerical simulations, and dots are from curve fitting. They are nearly overlapped.
In plot (c), a large number of data points are matched.

tain the simple empirical models for y-averaged Cm (Cym) and Cim (Cyim) separately in414

the following.415

Behind the finger trailing front, the Cym exhibits a second-order polynomial rela-
tion with location along the flow direction, as shown in Fig. 7a. We thus assume the fol-
lowing relation,

Cym = α1(t) ·
( x

Pe
− x0

)2

+ α2(t) ·
( x

Pe
− x0

)
(14)

where x0 = Pe/64 is the location of initial front, and x ∈ [x0, P e] which is from x0416

to outlet of the domain. α1(t) and α2(t) are coefficients and dependent on time; α1(t) =417

0.8184e−5.903×10−4t and α2(t) = 0.8047e−1.108×10−3t. More details on determination of418

their values can be found in Appendix B.419

The Cyim seems to vary differently with Cym in Fig. 5. However, we found that at

a fixed location in the flow direction, the Cyim decreases linearly with time in the semi-
log scale in the certain time interval when it is located behind finger trailing front, rep-
resented by the dotted lines Fig. 7b. Specifically, the Cyim at initial front x0 = Pe/64
decreases linearly with time in the whole displacement processes, while away from it the
linear regime for Cyim tends to happen at later times. Interesting, all the straight lines
meet at the same point (-3519.33, 31.99). Therefore, the y-averaged concentration for
Cim can be predicted using the equation,

log(Cyim) = β1 · (t− t0) + β2 (15)
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where t0 = −3519.33, β2 = log(31.99) = 1.5050. β1 is a function of x/Pe and given
by

β1

( x

Pe

)
= −6.8893× 10−5 ·

( x

Pe
− x0

)2

+ 2.0865× 10−4
( x

Pe
− x0

)
− 4.2965× 10−4 (16)

More details for the determination of β1 can be found in Appendix C.420

The y-averaged overall concentration in the porous media CyT can therefore be ob-421

tained by CyT = f ·Cym+(1−f) ·Cyim. As shown in Fig. 7c, the predicted CyT fits well422

with that from the nonlinear numerical simulations in the whole displacement processes.423

This simpler model can therefore be used to accurately predict the y-averaged concen-424

trations for Cm, Cim and CT for the region behind finger trailing fronts. Note that our425

simple model incorporates the effects of fingering instabilities on the y-averaged concen-426

tration profiles and cannot be obtained by an analytical approach.427

3.3 Remaining NAPLs and Flow Regimes428

Besides the trapped NAPLs in the region behind the finger trailing fronts, it is also429

important to characterize the variations of remaining NAPLs with time in the whole do-430

main and in swept area and how they are affected by the fingering instabilities.431

Figure 8a depicts the averaged remaining concentration with time for Cm, Cim, and432

CT . The curves without symbols represent the averaged remaining NAPLs in the whole433

domain, while those with symbols represent the averaged remaining NAPLs in an as-434

sumed stable swept area as if the displacement is stable. The concentration contour 0.99435

is used to define the front of such assumed stable swept area by injected fluids. It is ob-436

vious that the remaining NAPLs in the whole domain gradually decrease as the displace-437

ment continue. However, in the assumed stable swept area, the remaining NAPLs vary438

non-monotonically with time. After breakthrough, the curves of these two kinds of re-439

maining NAPLs are overlapped.440

Figure 8b depicts the cleanup rate of remaining NAPLs in the whole domain, while441

the corresponding cleanup rate in the stable swept area is not plotted as it shows a lot442

of oscillations between any two time intervals. The overall cleanup rate of CT is constant443

before breakthrough time t = 640 because of the constant injection rate and because444

only NAPLs are produced in this period. Once breakthrough happens, the cleanup rate445

of CT decreases substantially. The cleanup rates of Cm and Cim behaves differently. At446

the beginning, the cleanup rate of Cm is the highest but decreases slightly. It is about447

two orders higher than that of Cim because of the free fluid flows in well-connected pore448

network. While the cleanup rate of Cim is very low at the beginning. One reason is that449

the trapped NAPLs in dead-end pores cannot be produced directly at outlet. Another450

reason is that the dissolution rate is still low due to less contact with injected fluids. How-451

ever, with time, the cleanup rate of Cim increases because more NAPLs will dissolve to452

adjacent well-connected pores thus be flushed. At later times, the cleanup rate of Cim453

reaches the maximum and then decreases, indicating that the DF has fully developed454

at this time. According to the fingering dynamics and variations of cleanup of NAPLs,455

we divide the full ‘life cycle’ displacement processes into six regimes.456

• Regime I: diffusion-dominated regime, t ∈ [0, 90).457

This is similar with the traditional VF without dead-end pore effects. The flows458

are stable and fingering instability has not yet fully developed. Because of this sta-459

ble flows, the sweep efficiency of injected fluids increases, thus the averaged remain-460

ing concentration of Cm in the swept area decreases, as shown in Fig. 8a (red curve461

with star symbols). At t = 90, the fingers become obvious and the averaged re-462

maining NAPL CT reaches a local minimum value with about 60% NAPLs in the463

stable swept area (blue curve with solid symbols at t = 90).464

• Regime II: convection-dominated regime, t ∈ [90, 640).465
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(a)

(b)

Figure 8: Variations of remaining NAPLs at Pe = 2000, f = 0.6, and Da = 0.001.
(a) remaining NAPLs in the whole domain (curves without symbols) and in swept area
(curves with symbols), (b) cleanup rate of remaining NAPLs in the whole domain.
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In this regime, both VF in well-connected pore network and DF in dead-end pore466

network have fully developed to be large fingers. Because of the increasingly un-467

stable flows, the averaged remaining Cm in the assumed stable swept area increases468

with time, while the corresponding Cim slightly decreases due to more dissolution.469

When breakthrough happens at the end of this regime, the corresponding aver-470

aged remaining Cim and CT in the whole domain are about 0.85 and 0.62, respec-471

tively. Thus, most of the NAPLs are still trapped and uncleaned at breakthrough.472

This also indicates that investigation of the fingering dynamics and performances473

of NAPL cleanup after breakthrough are extremely important, in comparison with474

most previous studies where the main focus is the fingering dynamics till break-475

through. Note that only pure NAPLs are produced during regimes I and II.476

• Regime III:VF production regime, t ∈ [640, 1070).477

Starting from this regime, the remaining NAPLs in the assumed stable swept area478

and in the whole domain are the same. The cleanup rate of Cm shows strong fluc-479

tuations (red curve in Fig. 8b) because of the production of the finger-like injected480

fluids at outlet. However, the cleanup rate of Cim continues to slightly increase481

in this regime because of the increasing contacts for trapped NAPLs in dead-end482

pores with the injected fluids in adjacent pores and the still large amount of NAPLs483

in dead-end pores. With time, the difference on their cleanup rate tends to be smaller484

and become the same at the end of this regime.485

• Regime IV: VF-to-DF transition regime, t ∈ [1070, 2450).486

As more and more NAPLs in the well-connected pores are produced, the cleanup487

rate of Cm continues to decrease, while that of Cim also begins to decrease after488

reaching a maximum value at the end of last regime. In well-connected pore net-489

work, the VF instability can still strongly affect the cleanup of NAPLs, as indi-490

cated by the fluctuations of red curve in Fig. 8c. However, its influences on cleanup491

of Cm decreases with time, as indicated by the concentration profiles for Cm at492

t = 1070 and t = 2450 in Figs. 8b and 9a. Once the last VF trailing front reaches493

the outlet at t = 2450 at the end of this regime (see Fig. 9a), its influences be-494

come weak. Figure 8c shows the cleanup rate of Cm decreases with a slope of 0.520495

on semi-log scale during regimes III and IV. The influences of DF lags behind that496

of VF. For one thing, its cleanup rate just starts to decrease at the beginning of497

this regime. For another, at the end of this regime, the DF is still strongly unsta-498

ble and affect the spatial distribution of NAPLs (see Figs. 9b and 9c). Similar to499

Cm, the cleanup rate of Cim decreases fast with time.500

• Regime V: DF-dominated regime, t ∈ [2450, 5000).501

After the last VF trailing front reaches outlet, nearly all NAPLs that initially sat-502

urate the well-connected pores are produced. The remaining NAPLs in well-connected503

pores are mostly from the trapped NAPLs that dissolve from dead-end pores. The504

spatial distribution of Cm and CT is thus dominated by the DF instability. At the505

beginning of this regime at t = 2450 in Fig. 9b, the Cim is still above 0.5 on av-506

erage at the outlet, and the strong DF instability can be clearly observed. With507

time, its influences decay. At t = 5000, a much later time after breakthrough,508

the DF is much weaker, as depicted in Fig. 10b. Although the VF and DF insta-509

bilities clearly affect the NAPL distributions as indicated by the concentration con-510

tours, their cleanup rates seem to decrease linearly with time on the semi-log scale511

in Fig. 8c. The slopes for Cm and Cim are 0.360 and 0.328, respectively. This is512

also why our simple empirical models can be developed to predict the y-averaged513

concentration profiles for the unstable flows behind the finger trailing front.514

• Regime VI: Pseudo-stable regime, t ∈ [5000,∞).515

If the displacement process is long enough, the NAPL concentration at the out-516

let is low enough. Although slightly unstable flows can still be observed as shown517

in Fig. 10, they may be not important. Note that the importance of fingering in-518

stabilities in this regime also depends on the value of regulatory limit for NAPL519

concentrations. A lower level of NAPL concentration in produced fluids needs longer520
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Figure 9: Concentration profiles at time t = 2450 for Cm, Cim, and CT at f = 0.6 and
Da = 0.001.

(a) (b) (c)

Figure 10: Concentration profiles at time t = 5000 for (a) Cm, (b) Cim, and (c) CT at f
= 0.6 and Da = 0.001.

time displacement and more accurate characterization of fingering instabilities at521

later times. The effects of fingering instabilities will be eventually disappear and522

negligible as the displacements continue. We therefore refer this regime to pseudo-523

stable regime.524

3.4 Distribution of Spatial Cleanup Rate525

In the above, we analyzed the effects of fingering instabilities on the temporal vari-
ations of the NAPLs for Cm, Cim, and CT . We are also interested in how the fingering
instabilities affect the spatial cleanup rate of the trapped NAPLs in dead-end pore net-
work. To conduct this analysis, we first define the scaled cleanup rate (∂Cim∂t )s as,(∂Cim

∂t

)
s

= −
∂Cim
∂t

Da
= Cim − Cm (17)

Once the concentration profiles are obtained from nonlinear numerical simulations at dif-526

ferent times, the (∂Cim∂t )s can be easily calculated and plotted. To better show the spa-527

tial cleanup distribution ∂Cim
∂t , we use an non-uniform color map, the jet color map. Note528

that such non-uniform color map may cause confusions for analyzing flow dynamics (Borland529
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Figure 11: The changes of (∂Cim/∂t)s at different times for f = 0.6 and Da = 0.001.

& Taylor, 2007), but it is quite helpful for this purpose by enhancing the contrasts of spa-530

tial cleanup rates.531

Figure 11 depicts the (∂Cim∂t )s and its variations with time. In swept area, the (∂Cim∂t )s532

decreases with time. At a later time, for example t = 640, the finger tips usually have533

higher Cim cleanup rate, as the injected fluids contact with the fresh NAPLs in the down-534

stream of the domain. However, a comparison of the concentration profiles with their535

corresponding (∂Cim∂t )s at the same time indicates that the highest cleanup rate of Cim536

is located slightly behind the VF trailing fronts, as shown by the circles in Fig. 11b and537

11c. These locations also correspond to those near the DF trailing fronts and between538

two neighbor dissolution fingers, as shown in the concentration fields in Fig. 8. These539

locations still have high trapped NAPL in dead-end pores and their adjacent well-connected540

pores are swept by injected fluids. After a long-time displacement at t = 2450, the Cim541

at upstream of the domain decreases very slowly, depicted by the blue color in Fig. 11d.542

Since the whole domain has been swept after the VF trailing front reaches the bound-543

ary, the cleanup rate of Cim mainly depends on the spatial distribution of remaining NAPLs.544

The locations with higher trapped NAPLs typically have larger values of (∂Cim∂t )s.545

4 Conclusions546

In this study, the fingering instabilities and their effects on the cleanup of NAPLs547

were investigated in a homogeneous porous medium with non-negligible dead-end pores.548

Highly accurate nonlinear numerical simulations showed that the dissolution of trapped549

NAPLs from dead-end pores to adjacent well-connected pores plays a role in affecting550

fingering instabilities and the efficiency of cleanup of NAPLs in the porous media. Sev-551

eral important findings were reported for the first time. The main conclusions are drawn552

as follows.553

We identified for the first time the dissolution fingering (DF) mechanism formed554

in dead-end pore network in porous media during miscible displacements. This new DF555

instability is fundamentally different with the classic viscous fingering (VF) mechanism556

and the DF reported in immiscible displacements. It is induced by the VF, and its struc-557

tures are determined by the accumulated flush over time along the preferential flow paths558

in well-connected pore network. In return, the DF as well as the trapped NAPLs in dead-559

end pore network also affects the VF dynamics by slow dissolution, resulting in higher560

NAPL concentration in swept area of injected fluids. The VF and DF are therefore cou-561

pled, interact, and determine the miscible displacement efficiency together.562
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Based on nonlinear numerical simulations, we developed simple models to predict563

the y-averaged concentrations in dead-end pores, well-connected pores, and the whole564

porous media. The predicted results can perfectly fit the simulated results for the region565

behind the finger trailing front in miscible displacements.566

According to the temporal variations of fingering dynamics and the remaining NAPLs,567

we divide the full ‘life cycle’ displacements into six regimes: (I) diffusion-dominated re-568

gion; (II) convection-dominated regime; (III) VF production regime; (IV) VF-to-DF tran-569

sition regime; (V) DF-dominated regime; and (VI) pseudo-stable regime. While most of570

the previous studies on fingering instabilities focused on the first two regimes, our re-571

search showed that the last four regimes are equally important in groundwater remedi-572

ation in the efforts to reduce the NAPL concentration to the regulatory limit.573

We also identified the spatial variations of cleanup rate of trapped NAPLs in dead-574

end pore network. The largest cleanup rate of trapped NAPLs are typically located be-575

hind the finger trailing front where the injected fluids have just flushed the well-connected576

pore but there is still a large amount of trapped NAPLs in dead-end pores.577

Note that the above analysis is based on the fixed f , Da, Pe, and R. Examining578

their impacts on both the VF and DF instabilities as well as the cleanup of NAPLs in579

porous media with dead-end pores is also important and will be conducted in the future580

work. This research will have catalytic impacts for researchers to re-examine a variety581

factors, such as heat transfer, inertia, heterogeneity, reaction, and miscibility, on finger-582

ing dynamics in this specific porous media. The model presented in this work can be ex-583

tended to the similar displacements in other applications, such as CO2 sequestration, en-584

hanced oil recovery, geothermal recovery, drug delivery, and chromatographic separation.585
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Nomenclature597

Abbreviations598

DF Dissolution fingering599

EOR Enhanced Oil Recovery600

NAPLs Non-aqueous phase liquids601

VF Viscous fingering602

Symbols603

α The first-order mass transfer rate coefficient for NAPL dissolution from dead-604

end pores to well-connected pores605

αi Coefficients for Cym (i = 1, 2)606

βi Coefficients for Cyim (i = 1, 2)607

∆t Time step608

u Velocity vector, u = (u, v)609

µ Viscosity610
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ω Vorticity611

Cym y-averaged concentration in well-connected pore network612

Cyim y-averaged concentration in dead-end pore network613

φ Porosity614

ψ Streamfunction615

A Aspect ratio of the domain616

C Concentration in porous media without dead-end pores617

Cm Concentration in well-connected pore network in porous media618

Cim Concentration in dead-end pore network in porous media619

CT Overall concentration in porous media with dead-end pores620

D Diffusion coefficient621

Da Damköhler number622

f Fraction of the well-connected pores in porous media (the fraction of dead-end623

pore is therefore 1− f)624

k Permeability625

Lx Length of domain626

Ly Width of domain627

Nx Grid size in x direction628

Ny Grid size in y direction629

P Pressure630

Pe Péclet number631

R Log viscosity ratio632

t Time633

u Velocity in x direction634

v Velocity in y direction635

x Location in flow direction636

x0 Location of initial interface637

xt Location of finger trailing front with time638

y Location in transverse direction639

Appendices640

A Alternating-direction implicit (ADI) method641

The fully implicit ADI method is used for time advancement. First, Eq. (8) is dis-
cretized in x direction from t to t+ ∆t/2:

f
C∗
m(i,j)−C

n
m(i,j)

∆t/2 +Da(1− f)
(
C∗m(i,j) − C

n
im(i,j)

)
+
[
(∂ψ

n

∂y )i,j + 1
]
C∗
m(i+1,j)−C

∗
m(i−1,j)

2∆x

−(∂ψ
∗

∂x
∂Cnm
∂y )i,j =

C∗
m(i+1,j)−2C∗

m(i,j)+C
∗
m(i−1,j)

∆x2 + (
∂2Cnm
∂y2 )i,j

(A.1)
where i ∈ [1, Nx] and j ∈ [1, Ny]. Superscripts n and ∗ symbol represent the concen-
tration at time t and t+ ∆t/2, respectively. Re-arranging Eq. (A.1), we get[

− ( ∂ψ
n

∂y )i,j+1

2∆x − 1
∆x2

]
C∗m(i−1,j) +

[
2f
∆t + 2

∆x2 +Da(1− f)
]
C∗m(i,j)

+

[
( ∂ψ

n

∂y )i,j+1

2∆x − 1
∆x2

]
C∗m(i+1,j) = 2f

∆tC
n
m(i,j) + (∂ψ

∗

∂x
∂Cnm
∂y )i,j + (

∂2Cnm
∂y2 )i,j +Da(1− f)Cnim(i,j)

(A.2)
∂ψ∗

∂x is approximated using the sixth-order finite difference method in real space, while642

∂Cnm
∂y and

∂2Cnm
∂y2 are calculated in Hartley space and then transformed to real space.643
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When i = 1, Cm(0,j) = 0 at the left boundary (inlet). Equation (A.2) then takes
the form of, [

2f
∆t + 2

∆x2 +Da(1− f)
]
C∗m(i,j) +

[
( ∂ψ

n

∂y )i,j+1

2∆x − 1
∆x2

]
C∗m(i+1,j)

= 2f
∆tC

n
m(i,j) + (∂ψ

∗

∂x
∂Cnm
∂y )i,j + (

∂2Cnm
∂y2 )i,j +Da(1− f)Cnim(i,j)

(A.3)

When i = Nx at the right boundary (outlet), the fluids are assumed to flow freely. A
ghost cell is added for i = Nx + 1, and its concentration is extrapolated using its two
upstream neighbour grid points, thus C∗m(Nx+1,j) = 2C∗m(Nx,j)

− C∗m(Nx−1,j). There-
fore, when i = Nx, Eq. (A.2) takes the form of,[

− ( ∂ψ
n

∂y )i,j+1

2∆x − 1
∆x2 −

(
( ∂ψ

n

∂y )i,j+1

2∆x − 1
∆x2

)]
C∗m(i−1,j)

+

[
2f
∆t + 2

∆x2 +Da(1− f) + 2

(
( ∂ψ

n

∂y )i,j+1

2∆x − 1
∆x2

)]
C∗m(i,j)

= 2f
∆tC

n
m(i,j) + (∂ψ

∗

∂x
∂Cnm
∂y )i,j + (

∂2Cnm
∂y2 )i,j +Da(1− f)Cnim(i,j)

(A.4)

The resulting tridiagonal system of equations is then solved for C∗m using the Thomas644

matrix algorithm (Hoffman & Frankel, 2001).645

Once C∗m is obtained, C∗im is calculated implicitly at time t+ ∆t/2,

C∗im − Cnim
∆t/2

= Da(C∗m − C∗im) (A.5)

Thus,

C∗im =
1

1 + ∆t·Da
2

(
∆t ·Da

2
C∗m + Cnim

)
(A.6)

This process is iterated until convergence for Cm is achieved with tolerance 1.0e-5. The646

C∗m and C∗im are then used for time from t + ∆t/2 to t + ∆t in y direction. The pro-647

cess is similar to the above procedure and will not be discussed here. The difference is648

that the periodic boundary condition is used for the y direction. More details about ADI649

method for the simulations of classic VF dynamics can be found in Islam and Azaiez (2005)650

and Yuan et al. (2017b). Once Cm and Cim at time t+∆t are obtained, the overall con-651

centration CT can be calculated by CT = f · Cm + (1− f) · Cim.652

B Determination of α1(t) and α2(t)653

The values of α1(t) and α2(t) in Eq. (Eq:alpha12) in section 3.2 can be determined654

by curve fitting for Cm behind fingering trailing front. Here, we use a time interval 100655

and vary time from t = 200 to t = 6200 so that a total of 32 points are used for each656

coefficient. The dots in Fig. B.1 show the general trend, and the curves are from curve657

fitting. The α1(t) and α2(t) show very good exponential relation with dimensionless time.658

659

C Determination of β1660

To obtain the dependency of β1 on location in Eq. (16), we first determine the slopes661

of dotted curves in Fig. 7b but with a location interval Pe/32 in the flow direction. There-662

fore, 32 data points are obtained, as shown by the symbols in Fig. C.1. The expression663

of β1(x/Pe) is then obtained by a simple curve fitting. This relation is valid for the re-664

gion behind the finger trailing front.665
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Figure B.1: Determination of α1(t) and α2(t).

Figure C.1: Determination of β1(x/Pe).
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